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Epistemic planning =
automated planning (AI) + epistemic reasoning (epistemic logic)

Aim: To compute plans that can take the mental states of other agents
into account.

Essentially: (Decentralised) multi-agent planning in environments with
(potentially higher-order) information asymmetry.
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Classical automated planning:
single agent, full observability

Link to movie (clickable):
http://www2.compute.dtu.dk/~tobo/SARegExAZ_croissants.mov
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Classical automated planning: state space search
and domain descriptions
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Action schema describing the Put(x , y) action for put object x on top
of object y :

Action : Put(x , y)
Precondition : On(x , z) ∧ · · ·
Effect : On(x , y) ∧ ¬On(x , z)

pre : On(x , z) ∧ · · ·

post :
On(x , y):=>
On(x , z):=⊥

[Ghallab et al., 2004, Baltag et al., 1998, van Ditmarsch and Kooi, 2008]
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Amazon warehouse robots

Link to movie:
http://www2.compute.dtu.dk/~tobo/amazon_kiva.mov
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Link to movie (clickable):
http://www2.compute.dtu.dk/~tobo/MARegExAZ_02285_level_vert.mov

Thomas Bolander – p. 6/22

http://www2.compute.dtu.dk/~tobo/MARegExAZ_02285_level_vert.mov


Multiagent case: States as S5 Kripke models
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Epistemic states: Multi-pointed epistemic models of multi-agent S5. Nodes
are worlds, edges are indistinguishability relations.
Designated worlds: (those considered possible by planning agent).

Agent b: “Which letter does the middle block have?”
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Dynamic epistemic logic (DEL) by example:
product update

s0 = ¬locked
w1

locked
w2

a1, a2

a1:open =
pre : ¬locked
post : open := >

e1 success

pre : locked

post :
e2failure

a2, a3

s0 ⊗ a1:open = locked
w2

¬locked , open
w1

a2

[Baltag et al., 1998, van Ditmarsch and Kooi, 2008]
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Link to movie (clickable):
http://www2.compute.dtu.dk/~tobo/sally_anne_trimmed.mp4
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Link to movie (clickable):
http://www2.compute.dtu.dk/~tobo/komdigital_pepper_video.mov

KomDigital: R2DTU – A Pepper robot, 25 November 2020 [DTUdk, 2020]
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Planning based on DEL: epistemic planning tasks
Definition. An (epistemic) planning task T = (s0,A, ϕg ) consists of
• A multipointed Kripke model s0 called the initial state.
• A finite set of multipointed event models A called actions.
• A goal formula ϕg of epistemic logic.

Definition. A (sequential) solution to a planning task T = (s0,A, ϕg ) is
a sequence of actions α1, α2, . . . , αn from A such that for all 1 ≤ i ≤ n,
αi is applicable in s0 ⊗ α1 ⊗ · · · ⊗ αi−1 and

s0 ⊗ α1 ⊗ α2 ⊗ · · · ⊗ αn |= ϕg .

Defining ((α))ϕ := 〈α〉> ∧ [α]ϕ, this can be reformulated as

s0 |= ((α1))((α2)) · · · ((αn))ϕg .

Definition. A solution i1:α1, . . . in:αn (using notation i :α for agent i
performing action α) is implicitly coordinated if it furthermore holds
that :

s0 |= Ki1((i1:α1))Ki2((i2:α2)) · · ·Kin((in:αn))ϕg .

[Bolander and Andersen, 2011, Engesser et al., 2017, Bolander et al., 2020]
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Implicit coordination:
multi-agent pathfinding with destination uncertainty

Link to movie (clickable):
http://www2.compute.dtu.dk/~tobo/scenario2_double.mp4

[Nebel et al., 2019, Bolander et al., 2021]
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deep neural
networks
(subsymbolic)

cognition layer:
DEL + planning
(symbolic)
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My prompt to GPT-4: “Please make a tikz illustration of the elephant in
the room.”
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Plan existence problem

Definition. T (m, n) is the class of epistemic planning tasks where all
actions have

• Preconditions of modal depth ≤ m

• Postconditions of modal depth ≤ n.

We use n = −1 to denote the case without postconditions.

Examples.

pre : p ∧ q

post :
p:=⊥
r :=>

in T (0, 0)

pre : KbKgOn(C ,B)

post :

in T (2,−1)

pre : K1p

post : p:=K2q

in T (1, 1)

Definition. PlanEx-T (m, n) is the following decision problem: Given a
planning task T ∈ T (m, n), does T have a solution?

[Bolander et al., 2020]
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The border between decidability and undecidability

Theorem 1. PlanEx-T (m, n) ≤P PlanEx-T (m + k, n + l).
Theorem 2. PlanEx-T (m, n) ≤P PlanEx-T (0, 1).
Theorem 3. PlanEx-T (m, n) ≤P PlanEx-T (1, 0).

PlanEx-T (0,−1)PlanEx-T (0,−1)

PlanEx-T (1,−1)PlanEx-T (1,−1) PlanEx-T (0, 0)PlanEx-T (0, 0)

PlanEx-T (2,−1)PlanEx-T (2,−1) PlanEx-T (1, 0)PlanEx-T (1, 0) PlanEx-T (0, 1)PlanEx-T (0, 1)

PlanEx-T (3,−1)PlanEx-T (3,−1) PlanEx-T (2, 0)PlanEx-T (2, 0) PlanEx-T (1, 1)PlanEx-T (1, 1) PlanEx-T (0, 2)PlanEx-T (0, 2)

Th. 3
Th. 2

Th. 4

Th. 9

Th. 11.

OPEN PROBLEM!

: undecidable
: decidable
: reductions through Ths. 1–3

[Bolander et al., 2020]
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k-bisimilarity, ↔k : Models satisfying back and forth conditions of
bisimilarity up to depth k . Gives modal equivalence to modal depth k .

Theorem. Suppose s and s ′ are k-bisimilar and α is an action of
T (m, n). Then s ⊗ α and s ′ ⊗ α are (k −max{m, n})-bisimilar.

p
q

↔2

p
¬q

⊗
action from T (1, 1)

pre : Kip

post : q := Kj r

=

?

↔1
?

[Bolander and Lequen, 2023]

Theorem. PlanEx-T (0, 0) is decidable. (Orig. proof [Yu et al., 2013])
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Depth-bounded epistemic planning (w. in progress)
Planning algorithm Search(T , k) with depth-bound k :
• Take k-bisimulation contraction of initial state s0.
• After each product update, do l-bisimulation contraction for largest

possible l (by partition refinement, using a new approach).
• If l < modal-depth(ϕg ), terminate the current search path.

Parameters of planning task T (we study parameterised complexity).

a: # agents p: # propositional variables
o: modal depth of goal formula u: maximal length of plan
c: max. modal depth of action preconditions

Soundness and completeness. If Search(T , k) returns π, then π is a
solution to T . If T has a solution, it will be found by Search(T , k)
whenever k ≥ cu + o.

Complexity. Search(T , k) runs in time expk+1
2 max{a, p}.

For any proper subset of the paramaters acopu, even plan verification is
fixed-parameter intractable. [Bolander and Lequen, 2023]
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Some open questions in epistemic planning

• (Un)decidability of PlanEx-T (1,−1).

• Other natural restrictions in epistemic planning, e.g. structure on
formulas (suggested by Johan van Benthem).

• Theory of Mind with other notions than belief, knowledge and
observability: attention, goals/intentions, etc.

• Implicit coordination done right (with forward induction, allowing for
goal recognition).

• Heuristics in epistemic planning.
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