
Set Test case ES NS Messages
Frame Load ∆cost

instances [%] [%]

1

11 13 4 80 12593

50

2.58
12 25 6 88 1787 24.44
13 35 8 103 2285 20.06
14 45 10 165 3299 11.90

2
21 11 4 115 16904

70
9.17

22 25 6 179 2523 20.61
23 35 8 154 3698 39.34

3

31

25 6

76 1387 40 37.97
32 88 1787 50 24.44
33 115 2503 60 40.47
34 179 2523 70 20.61
35 155 2960 80 32.10

4

41

35 8

65 1976 40 38.75
42 103 2285 50 20.06
43 89 2801 60 12.73
44 176 3856 70 12.75
45 135 3490 80 20.23

5 automotive 15 3 170 38305 80 50.88

Table 1: Experimental results

net analysis from [35], which shows how to consider TT messages.
In our future work, we plan to extend the Trajectory Approach [12]
to consider TT messages, with the aim to reduce the pessimism of
the analysis from [35]. However, note that the analysis used for RC
frames is orthogonal to our optimization problem.

8. EXPERIMENTAL EVALUATION
For the evaluation of our proposed optimization approach, “TTEth-

ernet Schedules Optimization” (TTESO), we used 17 synthetic bench-
marks and one real-life case study. The TTESO algorithm was im-
plemented in Java (JDK 1.6), running on SunFire v440 computers
with UltraSPARC IIIi CPUs at 1.062 GHz and 8 GB of RAM.

The results are presented in Table 1. For the synthetic bench-
marks, we have used 6 network topologies, and we have randomly
generated the parameters for the frames, taking into account the
details of the TTEthernet protocol. All the dataflow links have a
transmission speed of 100 Mbps. In columns 3–7, we have the
details of each benchmark, the number of ESes, NSes, number of
messages, the number of frame instances and the load on the net-
work, respectively. The load within an application cycle Tcycle is
calculated as the ratio of the sum of the sizes of all frame instances
divided by the network speed (in our case 100 Mbps).

For all experiments, we have compared TTESO with a baseline
solution, namely the Straightforward Solution (SS), which builds
the TT schedules with the goal of minimizing the end-to-end re-
sponse time of the TT frames without using the analysis of RC
traffic. The comparison between SS and TTESO, ∆cost , is shown in
the last column in the table as a percentage improvement of TTESO
over SS, in terms of the cost function (Eq. 1).

In the first two sets of experiments, labeled “Set 1” and “Set 2”
in Table 1, we were interested to evaluate the quality of the results
obtained with TTESO as the size of the system increases. Thus,
we have used 7 synthetic benchmarks, with the number of network
nodes ranging between 16 and 55 nodes. The first set of 4 bench-
marks have a load of 50%, and the second set of benchmarks have
a load of 70%. As we can see, TTESO is able to significantly im-
prove the cost function over SS, even as the size of the system in-
creases. We used a time limit of 45 minutes for the first set and 90
minutes for the second set.

In the third sets of experiments, labeled “Set 3” were interested
on how TTESO performs as the load of the network increases from
40% to 80%. As we can see, TTESO is able to significantly im-
prove on the the solution provided by SS. These results were ob-

tained using a time limit of 30, 45, 70, 90 and 120 minutes for
the test cases with a load of 40%, 50%, 60%, 70% and 80%, re-
spectively. A similar evaluation was performed in the case of ex-
perimental “Set 4”, with the difference that we considered a larger
architecture.

Finally, we used one real-life benchmark derived from [24], based
on the SAE automotive communication benchmark [1]. In this
benchmark we have 18 network nodes (ESes and NSes), and 83
frames (with the parameters generated based on the messages pre-
sented in [24]). Table 1 contains the results for this benchmark—
the last line labeled with “Set 5”. The results obtained for the real-
life benchmark confirms the results of the synthetic benchmarks.

9. CONCLUSIONS
In this paper we have addressed the optimization of the TTEth-

ernet protocol. TTEthernet is very suitable for mixed-criticality
systems, both in the temporal and safety domain. In the tempo-
ral domain, TTEthernet offers three types of traffic classes, Time-
Triggered, Rate Constrained and Best Effort. In the safety domain,
the protocol offers separation between mixed-criticality frames us-
ing the concept of virtual links, and protocol-level specialized de-
pendability services.

We have considered mixed-criticality hard real-time applications
implemented on distributed heterogenous architectures. Given the
sets of TT and RC frames and the topology of the virtual links to
which they are assigned, we have proposed a Tabu Search optimiza-
tion strategy for the synthesis of the TT schedules. The synthesis is
performed such that the frames are schedulable, and the degree of
schedulability is improved. The results on several synthetic bench-
marks and a real-life case study show that through the careful op-
timization of TT static schedules, significant improvements can be
obtained.

10. ACKNOWLEDGEMENTS
This work has been funded by the Advanced Research & Tech-

nology for Embedded Intelligence and Systems (ARTEMIS) within
the project ‘RECOMP’, support code 01IS10001A, agreement no.
100202.

11. REFERENCES

[1] SAE Technical Report J2056/1. Technical report, SAE
International.

[2] ISO 11898: Road Vehicles – Controller Area Network
(CAN). International Organization for Standardization (ISO),
Geneva, Switzerland, 2003.

[3] ARINC 664P7: Aircraft Data Network, Part 7, Avionics
Full-Duplex Switched Ethernet Network. ARINC
(Aeronautical Radio, Inc), 2009.

[4] ISO 10681: Road vehicles – Communication on FlexRay.
International Organization for Standardization (ISO),
Geneva, Switzerland, 2010.

[5] AS6802: Time-Triggered Ethernet. SAE International, 2011.
[6] M. Adnan, J.-L. Scharbarg, J. Ermont, and C. Fraboul.

Model for worst case delay analysis of an AFDX network
using timed automata. In Proceedings of the Conference on
Emerging Technologies and Factory Automation, pages 1 –4,
2010.

[7] N. Audsley, K. Tindell, and A. Burns. The end of the line for
static cyclic scheduling. In Proceedings of Euromicro
Workshop on Real-Time Systems, pages 36–41, 1993.

[8] S. Baruah and G. Fohler. Certification-Cognizant
Time-Triggered Scheduling of Mixed-Criticality Systems.


