
(a) Initial TT schedules

(b) The add blank move reduces the latency for f10

(c) The resize blank move reduces the latency for f4 and f5

Figure 9: Moves for RC traffic

Let us assume frame f5 has a deadline of 775 µs. In case a

frame instance misses its deadline due to a blank interval bi
[ν j ,νk]
i

on dataflow link [ν j,νk], the algorithm can apply either a remove
blank or a resize blank move to the blank interval. In Fig. 9c we
apply a resize blank move on the blank interval bi1 on dataflow link
[NS1,ES2]. Thus, we resize bi1 from 175 µs to 100 µs, which al-
lows us to advance the scheduled send time for frames f4 and f5,
and consequently, allows frame f5 to be delivered before its dead-
line.

7.2 RC frame end-to-end delay analysis
The worst-case end-to-end delay R fi

of an RC frame fi ∈ F RC

sent on a virtual link vli = M ( fi) is the sum of the worst-case

queueing delays Q
[ν j ,νk]
fi

on each network node (ES or NS) ν j ∈ V
(which is the source of a dataflow link [ν j,νk] ∈ vli) and the trans-

mission duration C
[ν j ,νk]
fi

for each dataflow link [ν j,νk] ∈ vli the

frame transits:

R fi
= ∑

ν j ,νk∈V
[ν j ,νk]∈vli

(Q
[ν j ,νk]
fi

+C
[ν j ,νk]
f1

) (3)

The worst-case queueing delay Q
[ν j ,νk]
fi

of frame fi ∈ F RC transmit-

ted on dataflow link ll = [ν j,νk] is given by the following equation:

Q
[ν j ,νk]
fi

= QT T
fi,[ν j ,νk]

+QRC
fi,[ν j ,νk]

+QT L
ν j

(4)

where QT T
fi,[ν j ,νk]

is the queueing delay due to the transmission of

TT frames scheduled to be sent between the moment fi arrives at
the network node ν j and the moment the frame instance is sent,

QRC
fi,[ν j ,νk]

is the delay caused by the RC frames that can arrive, in

Figure 10: Worst-case end-to-end analysis for frame f1

the worst-case, before fi at the node and thus are placed before fi
into the outgoing queue. QT L

ν j
is the technical latency introduced

by the network node for frame fi, due to the hardware tasks im-
plementing the TTEthernet protocol functionality, other than the
latency resulting from queueing effects.

Let us illustrate in Fig. 10 these sources of delay for an RC frame
at a network node considering the topology example presented in
Fig. 2. There are 4 frames, with frames f1 and f2 sent from ES1 to
ES2 and frames f3 and f4 forwarded by NS2 and NS3, respectively,
to ES2, with f1, f3 ∈ F RC and f2, f4 ∈ F T T . All the dataflow links
have the same speed, hence the transmission duration for the frames
are C1 = 120 µs for f1, C2 = 125 µs for f2, C3 = 80 µs for f3
and C4 = 100 µs for f4. The RC frame under analysis is f1,1. We

consider the technical latency introduced by NS1 to be QT L
NS1

= 5 µs.
The network implements the timely block approach.

Fig. 10 presents the worst-case scenario for frame f1, i.e., the
case in which the end-to-end response time R f1

is the largest. This
happens for the frame instance f1,i, which is delayed by frame in-
stance f2,1, f4,1 and f3, j . Thus, the TT frames f2,1 and f4,1 are
scheduled for transmission on dataflow link [NS1,ES4] at 130 µs
and 310 µs, respectively, according to the TT schedules determined
at design time. In the worst-case scenario, frame f1,i arrives at NS1

at time moment 250 µs. Note that the RC frames are not synchro-
nized with the TT schedules, so they can arrive at any time. The
network implements the timely block algorithm, hence frame f1,i
cannot be dispatched as soon as it arrives at NS1, as it would in-
terfere with the transmission of the scheduled TT frame f4,1. We
marked this blocking time of 60 µs in Fig. 10 with an hatched box.
In this case, QT T

f1,[NS1,ES4]
= 265 µs, and it includes the blocking

time.
In the worst-case scenario for f1,i, the RC frame instance f3, j

arrives at NS1 before f1,i, hence, f3, j will be sent to ES4 before

f1,i. Consequently, QRC
f1,[NS1,ES4]

= 80 µs. The worst-case queueing

delay for f1,i in NS1, using Eq. 4, is Q
[NS1,ES4]
f1

= QT T
f1,[NS1,ES4]

+

QRC
f1,[NS1,ES4]

= 265+ 80 = 345 (µs). Thus, we can compute the

worst-case end-to-end delay for f1,i using Eq. 3 as R f1
=C

[ES1,NS1]
f1

+

Q
[NS1,ES4]
f1

+C
[ES1,NS1]
f1

= 120+345+120 = 485 (µs).

Researchers have proposed several worst case end-to-end de-
lay analyses for the traffic in an ARINC 664p7 network, includ-
ing analyses based on Network Calculus [14, 13], Finite State Ma-
chine [32], Timed Automata [6] or Trajectory Approach [11, 12].
However, none of these analysis methods are applicable to TTEth-
ernet, since they do not consider the impact of TT messages on the
schedulability of RC messages. In this paper we use the TTEther-


