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Abstract Microßuidic biochips are replacing the conventional biochemical analyzers, and
are able to integrate on-chip all the necessary functions for biochemical analysis. The Òdig-
italÓ microßuidic biochips are manipulating liquids not as a continuous ßow, but as discrete
droplets, and hence they are highly reconÞgurable and scalable. A digital biochip is com-
posed of a two-dimensional array of cells, together with reservoirs for storing the samples
and reagents. Several adjacent cells are dynamically grouped to form a virtual device, on
which operations are performed. So far, researchers have assumed that throughout its exe-
cution, an operation is performed on a rectangular virtual device, whose position remains
Þxed. However, during the execution of an operation, the virtual device can be reconÞgured
to occupy a different group of cells on the array, forming any shape, not necessarily rec-
tangular. In this paper, we present a Tabu Search metaheuristic for the synthesis of digital
microßuidic biochips, which, starting from a biochemical application and a given biochip
architecture, determines the allocation, resource binding, scheduling and placement of the
operations in the application. In our approach, we consider changing the device to which an
operation is bound during its execution, to improve the completion time of the biochemical
application. Moreover, we devise an analytical method for determining the completion time
of an operation on a device of any given shape. The proposed heuristic has been evaluated
using a real-life case study and ten synthetic benchmarks.

Keywords Microßuidics· Biochips· ReconÞgurability· Synthesis

1 Introduction

Microßuidic biochips (also referred to as lab-on-a-chip) represent a promising alternative
to conventional biochemical laboratories, and are able to integrate on-chip all the necessary
functions for biochemical analysis using microßuidics, such as, transport, splitting, merging,
dispensing, mixing, and detection [8].
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Biochips offer a number of advantages over conventional biochemical procedures. By
handling small amount of ßuids, they provide higher sensitivity while decreasing reagent
consumption, hence reducing cost. Moreover, due to their miniaturization and automation,
they can be used as point-of-care devices, in areas that lack the infrastructure needed by
conventional laboratories [21].

Due to these advantages, biochips are expected to revolutionize clinical diagnosis, es-
pecially immediate point-of-care diagnosis of diseases. Other emerging application areas
include drug discovery, DNA analysis (e.g., polymerase chain reaction and nucleic acid se-
quence analysis), protein and enzyme analysis and immuno-assays. Microßuidic devices can
also be used for environment monitoring, by pathogen detection in air or water samples [21].

There are two generations of microßudic biochips. The Þrst generation is based on
the manipulation of continuous liquid through fabricated micro-channels, using external
pressure sources or integrated mechanical micro-pumps [21]. Although adequate for many
simple biochemical applications, their integrated micro-structures make continuous-ßow
biochips unsuitable for more complex applications, requiring complicated ßuid manipula-
tions [5]. The second generation is based on the manipulation of discrete, individually con-
trollable droplets, on a two-dimensional array of identical cells. The actuation of droplets
is performed without the need of micro-structures, leading to increased scalability and ßex-
ibility compared with continuous-ßow biochips [14]. This generation is also referred to as
Òdigital microßuidicsÓ, due to the analogy between the droplets and the bits in a digital
system. Such biochips, consisting of hundreds [1] and thousands [16] of cells have already
been successfully designed and commercialized. In this paper, we are interested in the sec-
ond generation, droplet-based digital biochips.

1.1 Related work

Researchers have initially addressed separately architectural and physical-level synthesis of
DMBs. Su and Chakrabarty [17] have proposed an integer linear programming (ILP) model
for scheduling and binding, considering a given allocation, but without addressing placement
and routing. During the physical-level synthesis, the placement [19, 25] of each module on
the microßuidic array and the droplets routes [6, 20] have to be determined.

A uniÞed high-level synthesis and module placement methodology has been proposed
in [18], where the focus has been on deriving an implementation that can tolerate faulty cells
in the biochip array. Their algorithm was modiÞed in [22] to include droplet-routing-aware
physical design decisions. Yuh et al. [24] have proposed a synthesis and placement algorithm
which uses a tree-based topological representation and is able to improve on the results
from [18]. The algorithm has later been extended to consider defective cells on the biochip
array [25]. In [10] we have proposed a uniÞed ILP-based architectural-level synthesis and
placement approach for DMBs, that although produces the optimal solution, is only feasible
for limited problem sizes.

The combined architectural- and physical-synthesis problem has some similarities with
the simultaneous scheduling and placement problem of dynamically reconÞgurable Þeld-
programmable gate arrays (DR-FPGAs) [2], which is typically formulated as a 3D packing
problem that minimizes the volume, seen as area× execution time. Bazargan et al. [2] have
proposed ofßine algorithms for statically reconÞgurable FPGAs and online algorithms for
dynamically reconÞgurable FPGAs. Yuh et al. [26] use a 3D transitive closure subGraph for
the 3D packing problem. Their earlier work on temporal ßoorplanning using a tree-based
topological representation [23] has been extended for DMBs [24].

However, there are three main differences when doing scheduling and placement for
digital microßuidic biochips (DMBs): (1) operations that are executed on virtual devices
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(created by grouping adjacent cells) can easily be re-assigned to a different group of cells
during the execution of operations without incurring a signiÞcant overheadÑsee Sect.2.1
for details; (2) non-reconÞgurable devices, such as reservoirs and detectors also have to be
considered; and (3) additional operations have to be introduced to temporarily store a droplet
in-between operations that are not scheduled at consecutive time-steps.

1.2 Contribution

In this paper, we propose a Tabu Search-based synthesis approach that, starting from a bio-
chemical application modeled as a sequencing graph and a given biochip array, determines
the allocation, resource binding, and scheduling of the operations in the application at the
same time with module placement. All of previous approaches to DMBs and DR-FPGAs
assume that a reconÞgurable operation is performed on a rectangular virtual module whose
placement and shape remain Þxed throughout the execution of the operation. However, our
scheduling and placement steps consider thatduring its execution, an operation can be re-
assigned to another module having different location and shape, in order to improve the
biochemical application completion time on the given biochip array. Moreover, we propose
an analytical method for determining the completion time of an operation on a device of
any given shape. We show that by allowing operations to be re-assigned to modules of any
shape during their execution, signiÞcant improvements can be obtained in the application
completion time, allowing us to use smaller area biochips and thus reduce costs.

The paper is organized in six sections. Section2.1 presents the architecture of a digi-
tal microßuidic biochip. We propose a method for determining the completion time of an
operation on a virtual device in Sect.2.2. We introduce the abstract model used to capture
a biochemical application in Sect.2.3. We formulate the problem in Sect.3 and illustrate
the design tasks using several examples. The proposed approach is presented in Sect.4 and
evaluated in Sect.5. The last section presents our conclusions.

2 System model

2.1 Biochip architecture

In a digital microßuidic biochip the manipulation of liquids is performed using discrete
droplets. There are several mechanisms for droplet manipulation [8]. Our work considers
electrowetting-on-dielectric (EWD) [14], but can be extended to handle other techniques as
well. EWD is the most promising technique, and can provide high droplet speeds of up to
20 cm/s [14]. A biochip is composed of several cells, see Fig.1b. The schematic of a cell
is presented in Fig.1a. The droplet is sandwiched between two glass plates (the top plate
and the bottom plate), and moves within a Þller ßuid. The top plate contains a single ground
electrode, while the bottom plate has several control electrodes. The electrodes are insulated
from the droplet through an insulation material. With EWD, the movement of droplets is
controlled by applying voltages to the required electrodes. For example, turning off the
middle control electrode and turning on the right control electrode in Fig.1a will force the
droplet to move to the right. For the details on EWD, the reader is directed to [14].

Several cells are put together to form a two-dimensional array (an example architecture
is presented in Fig.1b). Using EWD manipulation, droplets can be moved to any location
without the need for pumps and valves, which are required in a continuous-ßow biochip.
Besides the basic cell discussed previously, a chip typically contains input and output ports
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Fig. 1 Biochip architecture

and detectors. The detection can be done by using, for example, a light-emitting diode (LED)
beneath the bottom plate and a photodiode on the top plate. The chip shown in Fig.1b
can be used for the diagnosis of metabolic disorders, by measuring the glucose and lactate
level in human physiological ßuids. Hence, the device contains the necessary input ports for
introducing the samples (urine, plasma and serum) and the reagents (glucose oxidase, lactate
oxidase and buffer substance NaOH) on the microßuidic array, where the corresponding
protocol will be performed.

Using this architecture, and changing correspondingly the control voltages, all the ba-
sic microßuidic operations, such as transport, splitting, merging, dispensing, mixing, and
detection, can be performed. For example, mixing is done by bringing two droplets to the
same location and merging them, followed by the transport of the droplet over a series of
electrodes. By moving the droplet, external energy is introduced, creating complex ßow
patterns (due to the formation of multilaminates), thus leading to a faster mixing [13]. The
operation can be executed by routing the droplet inside a virtual module, created by group-
ing adjacent cells. Any cells can be used for this purpose, thus we say that the operation is
ÒreconÞgurableÓ.

In order to prevent the accidental merging of a droplet with another droplet in its vicinity,
a minimum distance must be kept between operations executing on the microßuidic array.
These ßuidic constraints are enforced by surrounding a module by a 1-cell segregation area
(the hashed area), containing cells that can not be used until the operation executing on the
device is completed. The role of the segregation area will be further discussed in Sect.3.1.

An example of a mixer device is shown in Fig.1c, where a mixing operation is performed
by routing the droplet inside the 2×4 module. However, due to reconÞgurability of the mix-
ing, the same operation can be executed on a different group of electrodes, for example the
2× 2 mixer shown in the same Þgure, the only difference consisting in the completion time
for the operation. We consider that designers will build and characterize a module libraryL,
where for each operation there are several options with varying areas and execution times.
For example, the module library in Table1 shows the completion times for executing the
mixing operation on the 2×4 and on the 2×2 devices, based on the experiments performed
in [13].

So far, it has been considered that a reconÞgurable operation is performed on a rectangu-
lar group of adjacent cells on the microßuidic array, representing one of the virtual devices
in the module library. Therefore, the number of electrodes used for an operation and their
location on the microßuidic array were Þxed throughout the execution. However, because
of the virtual character of the devices, in this paper we consider that during a reconÞgurable
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Table 1 Module library
Operation Area (cells) Time (s)

Mixing/Dilution 2 × 4 2.9

Mixing/Dilution 1 × 4 4.6

Mixing/Dilution 2 × 3 6.1

Mixing/Dilution 2 × 2 9.95

operation the droplet can be routed to another group of electrodes, where the operation can
be continued, possibly on a device of a different shape.1 Let us consider the example in
Fig. 1c. We assume that 2 s after the mixing operation started executing on the 2× 4 virtual
module, with the droplet being on the cell denoted byc1, we decide to change the position at
which the operation is performed and the number of electrodes used for mixing. In our ex-
ample, the droplet will be routed to the nearest position belonging to the new group of cells,
c2, where it will continue executing. As mixing is performed by routing, the operation is not
interrupted while being transported between the two positions, however, for simplicity, we
ignore the percentage of mixing obtained during transport. As the operation was executed
for only 2 s out of the 2.9 s required for completion on the 2× 4 module (see Table1), only
68.96% of the mixing was performed. Therefore, the operation will continue to execute on
the new 2× 2 group of cells, until is done. Considering the completion time of the mixing
operation on a 2× 2 module of 9.95 s as shown in Table1, the remaining 31.04% of the
mixing is obtained by routing the droplet inside the 2× 2 module for 3.08 s. In the end, the
completion time for the operation is 5.08 s.

One aspect that must be considered when changing the location at which an operation is
executed is the additional time required to transport the droplet between the two positions.
In this paper we consider the data2 from [14], which allows us to approximate that the time
required to route the droplet one cell is 0.01 s, which is an order of magnitude smaller than
operation execution times, see Table1. The routing overhead will be considered during the
synthesis process.

A biochemical application may also contain Ònon-reconÞgurableÓ operations, that are
executed on real devices, such as reservoirs or optical detectors.

2.2 Characterizing non-rectangular virtual modules

Table1 gives completion times for performing reconÞgurable operations on various areas.
The experiments have considered a limited set of devices, of rectangular shape. However,
reconÞgurable operations can be executed by routing the droplet on any route, as shown
in Fig. 2a, where a mixing operation is executed on a ÒL-shapedÓ virtual module. Since
the virtual modules can consist of a varying number of electrodes, arranged in any form,
characterizing all devices through experiments is time consuming. Moreover, the completion
time of an operation is also inßuenced by the route taken by the droplet, inside the module,
during the execution of the operation. Therefore, in this section we propose an analytical
method for determining how the percentage of mixing varies depending on the movement
of the droplet inside a module of a given size and shape. Our method provides safe estimates
by decomposing the devices from Table1.

1Non-rectangular shaped devices will be discussed in the next section.
2Electrode pitch size= 1.5 mm, gap spacing= 0.3 mm, average linear velocity= 20 cm/s.
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Fig. 2 Execution of a mixing operation

Fig. 3 Characterization of module library

Let us consider that while routing the droplet inside the mixer module in Fig.2b, it
reaches the cellc2 at timet. The previous movements for the droplet are as shown by the
arrows in the same Þgure. We have Þve possibilities fort + 1: routing the droplet to the left,
to the right, up, down or keeping the droplet onc2. Let us denote withp0 the percentage of
mixing obtained while routing the droplet on an electrode in a forward movement (relative
to the previous move), withp90 the percentage obtained from a perpendicular movement of
the droplet and withp180 the percentage of mixing obtained from a backward movement,
see Fig.2b.

Considering Table1, we can estimate the percentage of mixing over one cell, corespond-
ing to each type of movement (forward, backward, perpendicular). The time required for a
droplet to be transported one cell is 0.01 s. In order to approximatep0, p90 andp180 we
decompose the mixing patterns from the module library in Table1 in a sequence of forward,
backward and perpendicular motions, as shown in Fig.3. For example, the 2× 2 mixer
in Fig. 3d can be decomposed in perpendicular movements, because after each move the
droplet changes its routing direction by 90¡. As shown in Table1, the operation takes 9.95 s
to execute inside the 2×2 module, thus we can safely approximate the percentage of mixing
p90 to 0.1%.

For the 2× 3 module shown in Fig.3c, the mixing pattern is composed of forward
and perpendicular movements. By considering the mixing time shown in Table1 and
p90 = 0.1%, we obtain the percentage of mixing resulted from one forward movement
p0 = 0.29%. Note that by decomposing the 2× 4 module shown in Fig.3a, we obtain a
different value forp0: 0.58%. This is because the forward mixing percentage is not con-
stant, but it depends on the number of electrodes used. Therefore we consider that there are
two values that estimate the percentage of forward movement:p0

1, when the forward move-
ment is continued only for one cell as in Fig.3c, andp0

2, when the forward movement of the
droplet is of at least two cells. This is a safe (pessimistic) approximation, since the value of
p0 will further increase if the droplet continues to move forward.

Considering the percentage of forward movementp0
2 in the decomposition of the 1× 4

module in Fig.3b, we obtain the (pessimistic) percentage of mixing performed during a
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Fig. 4 Application graph

backward motion:p180 = −0.5%. The negative mixing is explained by the unfolding of
patterns inside the droplet, i.e., the two droplets tend to separate when moved backward.

Using these percentages, we can determine the completion time for an operation on a
module of any given shape. For example, for the L-shaped module in Fig.2c, routing the
droplet once according to the mixing pattern shown by the arrows leads to 8.72% of mixing.
Therefore, in order to complete the mixing operation on the L-shaped module, the droplet
will be circularly routed on the showned path 11.46 times, leading to a total time of 2.29 s.

We assume that before synthesis is performed, the set of percentagesµ = {p0
1, p0

2, p90,
p180} is determined through experiments such as the ones in [13] which have produced
Table1. The method presented in this subsection can be applied to any such experimental
data, to obtain the completion time of an operation on any module shape.

2.3 Biochemical application model

We model a biochemical application using an abstract model consisting of a sequencing
graph [4]. The graphG(V , E ) is directed, acyclic and polar (i.e., there is asource node,
which is a node that has no predecessors and asink node that has no successors). Each node
Oi ∈ V represents one operation. The binding of operations to modules in the architecture is
captured by the functionB : V → A, whereA is the set of allocated modules from the given
library L.

An edgeei,j ∈ E from Oi to Oj indicates that the output of operationOi is the input
of Oj . An operation can be activated after all its inputs have arrived and it issues its outputs
when it terminates. We assume that, for each operationOi , we know the execution timeCMk

i
on moduleMk = B(Oi ) where it is assigned for execution. In Fig.4 we have an example of
an application graph with ten operations,O1 to O10. The application consists of three mixing
operations (O8, O9 andO10), one diluting operation (O3) and six input operations (O1, O2,
O4, O5, O6, O7). O3 is a diluting operation that has two outgoing edges, representing an
output of two droplets. This requires a split operation. Considering Fig.1a, a droplet is
split by turning on the left and right electrodes and turning off the middle electrode [15].
Thus, the droplet volume will vary during the application execution. We assume that the
biochemical application has been correctly designed, such that all the operations will have
the required input droplet volumes. Let us consider that the operationO8 is bound to a 2× 3
mixing module denoted byMixer1 (i.e., B(O8) = Mixer1). Then, according to Table1, the
execution time forO8 on the 2× 3 device will beCMixer1

8 = 6.1 s.
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Fig. 5 Implementation example

3 Problem formulation

The problem we are addressing in this paper can be formulated as follows. Given (1) a bio-
chemical application modeled as a graphG, (2) a biochip consisting of a two-dimensional
m× n arrayC of cells and (3) a characterized module libraryL, we are interested to synthe-
size that implementation! , which minimizes the completion time"G (i.e., Þnishing time of
the sink node,tfinish

sink ).
Synthesizing an implementation! = 〈A, B, S , P〉 means deciding on: (1) the allocation

A, which determines what modules from the libraryL should be used, (2) the bindingB of
each operationOi ∈ V to one or more modulesMk ∈ A, (3) the scheduleS of the operations,
which contains the start timet start

i of each operationOi on its corresponding module and
(4) the placementP of the modules on them× n array.

The next subsections will illustrate each of these tasks. The presentation order does not
correspond to the order in which our synthesis approach performs these tasks.

3.1 Allocation and placement

Let us consider the graph shown in Fig.4. We would like to implement the operations on the
9×9 biochip from Fig.1b. We consider the current time as beingt. The input operations are
already assigned to the corresponding input ports. Thus,O1 is assigned to the input portB,
O2 to S2, O4 to S1, O5 to R1, O6 to S2, O7 to R2. However, for the mixing operations (O8,
O9 andO10) and the dilution operation (O3) our synthesis approach will have to allocate the
appropriate modules, bind operations to them and perform the placement and scheduling.

Let us assume that the available module library is the one captured by Table1. We have
to select modules from the library while trying to minimize the application completion time
and place them on the 9×9 chip. A solution to the problem is presented in Fig.5bÐd, where
the following modules3 are used: one 2× 2 mixer (Mixer1), one 2× 3 mixer (Mixer2), one
2× 4 mixer (Mixer3) and one 1× 4 diluter (Diluter1).

The placement for the solution is as indicated in Fig.5bÐd, where we can notice that
modules occupy a space larger than their size, due to the segregation area. If two droplets are
next to each other on two adjacent cells, they will tend to merge to form one single droplet.
Two approaches have been considered for solving this problem. The Þrst approach, used
in [18], consists in having a one-cell distance between any two adjacent modules, which is
sufÞcient for isolating the functional regions on which operations are executing. However, if
routing is not considered at the same time with placement, the resulted solution will require

3In the Þgures we denoteMixeri with Mi andDiluteri with Di .



Tabu search-based synthesis of digital microßuidic biochips 295

signiÞcant modiÞcations for accommodating the necessary routes. As routing needs a 3-cell
width channel, one cell between adjacent modules will not be sufÞcient for creating the
necessary routes and thus transporting the droplet. Moreover, the lack of segregation cells
between reservoirs and modules placed in their proximity can make the dispensing process
impossible. In the second approach, proposed in [3], a segregation area is wrapped around
each module. This approach is depicted in Fig.5b, whereDiluter1, which has a size of 1×4
occupies 3× 6 cells. As it can be seen, module wrapping provides a 2-cell width channel
between any two adjacent modules as well as a 1-cell channel between modules placed at
the chip boundary and reservoirs. The advantage of this approach is that the segregation
areas can be adjusted during a post-processing step to introduce the necessary paths for
droplet movement. In this article, we consider this second approach, and we assume that the
routing will be performed in a separate phase, after the positions of the modules have been
determined.

Our placement problem has similarities with the placement of DR-FPGAs, where mod-
ules can physically overlap on-chip as long as they do not overlap in time, i.e., they are used
during different time intervals. After an operation has Þnished executing on a module, we
can reuse the same cells as part of another module. The main difference to DR-FPGAs is
that we can easily re-assign operations to devicesduring their execution, as discussed in
Sect.2.1. This property will be used to improve the scheduling, see Sect.3.3.

3.2 Binding and scheduling

Once the modules have been allocated and placed on the cell array, we have to decide on
which modules to execute the operations (binding) and in which order (scheduling), such
that the application completion time is minimized.

Considering the graph in Fig.4 with the allocation presented in the previous section,
Fig. 5a presents the optimal schedule in the case of static virtual modules, whose place-
ment remains the same throughout their operation. The schedule is depicted as a Gantt
chart, where, for each module, we represent the operations as rectangles with their length
corresponding to the duration of that operation on the module. For example, operation
O9 is bound to moduleMixer2, starts immediately after the dilution operationO3 (i.e,
t start
9 = t + 4.6) and takes 6.1 s, Þnishing at timetfinish

9 = t + 10.7 s.
The mixing operationO10 cannot start on moduleMixer3 until the operation bound to

Mixer1 has Þnished executing, at timet + 9.95. Scheduling also decides the access to non-
reconÞgurable modules, such as input/output ports and detectors, but in this example we
have omitted it for simplicity.

Note that special ÒstoreÓ modules have to be allocated if a droplet has to wait before
being processed, which is different from DR-FPGAs. Consider the dilution operationO3,
which outputs two droplets corresponding to operationsO9 andO10. AsO10 is not scheduled
immediately afterO3 Þnishes, a 1× 1 storage cell is required to store the droplet untilO10

can be executed (see Fig.5c). In general, if there exists an edgeei,j from Oi to Oj such
that Oj is not immediately scheduled afterOi (i.e., there is a delay between the Þnishing
time of Oi and the start time ofOj ) then we will have to allocate a storage cell forei,j . The
allocation of storage cells depends on how the schedule is constructed.

3.3 Synthesis with dynamically reconÞgurable modules of any shape

Although the schedule presented in Fig.5a is optimal for the given allocation and binding, it
can be further improved by taking advantage of the property of dynamic reconÞguration of
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Fig. 6 Motivational example

the digital biochip. Consider the placement in Fig.5c. Even though the number of free cells
on the microßuidic array at timet + 4.6 is higher than the number of cells inMixer3, the
fragmentation of the space makes the placement ofMixer3 impossible. Hence, the operation
has to wait untilt + 9.95, in Fig.5d, whenMixer1 Þnishes executing, and there are enough
free adjacent cells for accommodatingMixer3.

However, this delay can be avoided by changing the location and the shape of the module
Mixer1 on which the mixing operation is performed such that the space fragmentation is
minimized. For example, by re-assigning the operation to the ÒL-shapedÓ device shown in
Fig. 6c and moving the droplet to the new location, we can placeMixer3 at timet + 4.6,
obtaining the schedule in Fig.6a. Shifting is done by changing the activation sequence of
the electrodes, such that the droplet is routed to the new position, where it continues moving
according to the mixing pattern. Considering that at timet + 4.6 the mixing operation still
had 5.35 s to execute on the 2× 2 module out of the total 9.95 s, the rest 53.76% of mixing
will be executed on the ÒL-shapedÓ mixer. Using the method proposed in Sect.2.2, the
completion time of an operation on the ÒL-shapedÓ module is 2.89 s, thus the mixing will
complete at timet + 6.15.

The overhead that needs to be considered for moving the module is equal to the routing
time to the new destination, which, under the assumptions in Sect.2.1is 2× 0.01 s. In order
to constrain the amount of additional routing caused by dynamic routing, our placement
approach considers that the routing overhead performed in order to accommodate one device
should not exceed a given threshold,Overheadmax.

4 Tabu Search based synthesis

We have shown that Tabu Search can be used successfully to synthesize good quality so-
lutions in the context of DMBs [11]. In this paper we extend the approach from [11] to
consider dynamically reconÞgurable non-rectangular devices. Our synthesis strategy, pre-
sented in Fig.7, takes as input the application graphG(V , E ), the given biochip cell array
C, the module libraryL, and produces that implementation! = 〈A, B, S , P〉 consisting of,
respectively, the allocation, binding, scheduling and placement, which minimizes the sched-
ule length"G on the given biochipC. As the result of the synthesis process depends on the
order of executing the operations, we use priorities# to decide the scheduling sequence for
two or more operations that are ready to be executed at the same timet. In this approach,
we use a Tabu Search metaheuristic [9] to decide the allocationA, binding B and priorities
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DMBSynthesis(G, C, L)
1 < A◦, B◦ > = InitialSolution(G, L)
2 # ◦ = CriticalPath(G, A◦, B◦)
3 < A, B, # > = TabuSearch(G, C, L, A◦, B◦, # ◦)
4 < S , P > = ScheduleAndPlace(G, C, A, B, #)
5 return ! =< A, B, S , P >

Fig. 7 Synthesis algorithm for DMBs

of operations# (line 3 in Fig.7). TS starts from an initial solution, where we consider that
for the initial allocationA◦ each operationOi ∈ V is bound to a randomly chosen module
Mi ∈ L (line 1 in Fig. 7). The initial execution priorities,# ◦, are given according to the
critical path priority function (line 2 in Fig.7) [12]. According to this, the priority of an
operation is deÞned as the longest possible schedule length from the execution of the oper-
ation to the completion of all the operations in the graph. The next two sections present our
proposed scheduling and placement algorithms, respectively, and Sect.4.3presents our TS
implementation.

4.1 Scheduling heuristic

For given allocation, binding and priorities decided by TS, we use theScheduleAndPlace
function presented in Fig.8 to decide the scheduleS of the operations and the placementP .
This section presents the scheduling, and the next section presents the placement algorithm.
Our scheduling is based on a List Scheduling (LS) [12] heuristic. LS takes as input the
application graphG(V , E ), the cell arrayC, the allocationA, binding B and priorities#
and returns the schedulingS and the placementP . The List Scheduling heuristic is based
on a sorted priority list,L ready, containing the operationsOi ∈ V which are ready to be
scheduled. The start and Þnish times of all the operations are initialized to 0 in the beginning
of the algorithm (lines 2 and 3 in Fig.8). A list L execute which contains the operations that
are executing at the current time step is created in the beginning of the algorithm (line 4).
Initially, L ready will contain those operations in the graph that do not have any predecessors
(line 5 in Fig.8). We do not consider input operations as part of the ready list. As they do
not have any precedence constraints, input operations can be executed at any time. However,
our algorithm schedules inputs and their successors sequentially, in order to avoid storing
the dispensed droplets. Let us consider timetcurrent during the execution of the application.
For each operation that Þnishes executing attcurrent (line 9) we update the microßuidic array,
by removing the device to which the operation was bound to (line 11). The successors of the
operation that are ready to be scheduled are added toL ready (line 14 in Fig.8).

Next, we try and schedule the ready operations, starting with the operationOj having
the highest priority (line 17 in Fig.8). If the moduleB(Oj ) to which the operation is bound
can be placed on the microßuidic array the placement is updated (line 18 in Fig.8). If there
exists a placed storage module associated with the operationOj , the storage is removed
from the array.

The ScheduleAndPlace function (Fig. 8), calls theDynamicPlacement function from
Fig. 10. Once the placement is known, LS takes into account the routing time, in terms
of Manhattan distance, betweenMj and the source modules. Once an operation is sched-
uled it is removed fromL ready (line 23 in Fig.8) and added toL execute (line 24 in Fig.8).
Before the end of the iteration, the storage constraints are considered. If the successors of the
operations that Þnished attcurrent have not yet been scheduled for execution, a storage unit
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ScheduleAndPlace(G, C, A, B, # )
1 tcurrent = 0
2 t start

i = 0, ∀Oi ∈ G
3 tfinish

i = 0, ∀Oi ∈ G
4 L execute = ∅
5 L reWady = ConstructReadyList(G, #)
6 // schedule and place operations
7 while ∃ Oi ∈ G such thattfinish

i = 0 do
8 // for finishing operations
9 for all Oj ∈ L execute such thattfinish

j = tcurrenWt do
10 // update placement
11 UpdatePlacement(C, P , B(Oj ))
12 RemoveFromExecuteList(Oj , L execute)
13 // add ready successors to L ready

14 AddReadySuccessorToList(Oj , L ready)
15 end for
16 // schedule ready operations
17 for all Oj ∈ L ready do
18 placed = DynamicPlacement(C, P , B(Oj ))
19 if placedthen
20 // set the start and finish times
21 t start

j = tcurrent

22 tfinish
j = t start

j + C
B (Oj )
j

23 RemoveFromReadyList(Oj , L ready)
24 AddOperationToExecuteList(Oj , L execute)
25 end if
26 end for
27 tcurrent = tcurrent + 1
28 end while
29 return < S , P >

Fig. 8 List scheduling algorithm for DMBs

is placed on the microßuidic array. TS uses design transformations to search the solution
space. Inside TS, we use theScheduleAndPlace function to determine the schedule length
"G of each solution.

4.2 Dynamic placement algorithm

We have extended the online placement algorithm from Bazargan et al. [2] for DR-FPGAs
to handle DMBs, where we allow dynamic reconÞguration of modules during their execu-
tion. Although the algorithm was proposed for online placement, we can use it ofßine, since
we know beforehand all the operations that have to be executed. The algorithm from [2] has
three parts: (i) a free space manager which divides the free space on the biochip into a list
of overlapping rectangles,L rect, (ii) a search engine which selects an empty rectangle from
L rect that best accommodates the moduleMi to be placed, according to a given criteria, such
as Òbest ÞtÓ and (iii) a placer that insertsMi on the microßuidic array. Each rectangle can be
represented by the coordinates of its left bottom and right upper corners, (xl , yl , xr , yr ). In
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Fig. 9 Dynamic placement example

order to allow the placement on the array of modules of any shape we consider in our place-
ment approach that for non-rectangular devices the search engine can select a setRchosen

of overlapping free rectangles in which the module can be placed. For rectangular shaped
devicesRchosen will consist of only one rectangle.

The placement algorithm takes as input them×n matrix C of cells, the current placement
of modulesP and the moduleMi to be placed, updates the array and returns a boolean value
stating if the accommodation ofMi on the array was successful or not. If the module was
not placed, LS will have to delay the operation corresponding toMi .

Let us illustrate the placement algorithm by using Fig.5c. The ready list consists of the
operations in the graph that are ready to be scheduled, henceL ready = {O9,O10}. Considering
the same allocation and binding presented in Sect.3.1, the initial priorities for the operations
are:# ◦

O9
= CMixer2

O9
= 6.1 s and# ◦

O10
= CMixer3

O10
= 4.6 s.

The LS algorithm will selectO9 to be scheduled Þrst and will callDynamicPlacement to
placeMixer2 on the biochip array. The moduleMixer1, which is currently executing at time
t + 4.6, divides the free space into three overlapping rectanglesL rect = {Rect1 = (0, 0, 3, 9),
Rect2 = (0, 4, 9, 9), Rect3 = (7, 0, 9, 9)}, see Fig.9a (line 2 in Fig.10). As Mixer2 is a
module of rectangular shape, the placement algorithm searches for the smallest rectangle
in L rect that Þts the 2× 3 virtual device. AsRect2 = (0, 4, 9, 9) is the only rectangle suf-
Þciently large to accommodate the module,Rchosen = {Rect2} andMixer2 will be placed at
its bottom corner (line 6 in Fig.10). Consequently the free space will be updated (line 7)
to L rect = {Rect1 = (0, 0, 3, 4), Rect2 = (5, 4, 9, 9), Rect3 = (7, 0, 9, 9), Rect4 = (0, 8, 9, 9)}
as depicted in Fig.9b.

After the scheduling and placement ofO9, the next operation to be considered for
scheduling at timet + 4.6 is O10. Because of space fragmentation, no free rectangle can
accommodate the 2× 4 mixer currently assigned toO10 and the operation would have to be
delayed untilt + 9.95, as depicted in Fig.5d, where the mixer is denoted withM3. How-
ever, when no suitable rectangle can be found for accommodating a device, our algorithm,
as opposed to [2], will try to decrease the space fragmentation on the microßuidic array by
moving and, if necessary, re-assigning operations to modules (possibly of different shape)
during their operation.

We use a greedy approach to decide on which modules to move (lines 12Ð23), until
there is space for the current moduleMi or a termination criteria is reached. As moving a
device requires routing the droplet from the initial position to another one on the array, we
place a constraint on the increase in routing time due to moving devices, of one time step,
i.e.,Overheadmax is one second. Therefore, after each move, the variableRoutingOverhead,



300 E. Maftei et al.

DynamicPlacement(C, P , Mi )
1 // construct list of empty rectangles
2 L rect = ConstructRectList(C)
3 // search for Rchosen that best fits Mi
4 Rchosen = SelectRectangles(L rect,M i )
5 if Rchosen += ∅ then
6 placed= UpdatePlacement(P , Rchosen, Mi )
7 UpdateFreeSpace(L rect)
8 else
9 RoutingOverhead= 0

10 MovesList= ∅
11 // dynamically reconfigure already placed modules
12 while Rchosen = ∅ ∧ RoutingOverhead≤ Overheadmax do
13 Rchosen = EvaluatePossibleMoves(C, P , L rect,M i )
14 if Rchosen += ∅ then
15 placed= UpdatePlacement(P ,Rchosen,M i )
16 UpdateFreeSpace(L rect)
17 else
18 BestMove= SelectBestMove(C, P , L rect)
19 PerformMove(BestMove,P , L rect)
20 RecordMove(MovesList, BestMove)
21 RoutingOverhead= RoutingOverhead+ DeterminePerformedRouting(BestMove)
22 end if
23 end while
24 // no placement has been found, restore the original P
25 if Rchosen = ∅ then
26 UndoMoves(P , L rect, MovesList)
27 end if
28 end if
29 return placed

Fig. 10 Placement algorithm for DMBs

capturing the extra routing required for moving the droplet between the two locations is
updated (line 21). For example, for a routing time of 0.01 s across one cell, we move modules
to accommodate the current moduleMi such that routing would not increase with more
than 100 cells. The routing distance is calculated based on the Manhattan distance between
the left top corners of the old position and the new position of the module considered for
moving. In order to have an accurate approximation of the routing overhead, we consider
that a module can be moved only if there are no other modules blocking the path between
the two locations.

Considering the placement in Fig.9b, Mixer1 can be moved at most three cells to the
left and two to the right whileMixer2 can be moved at most four cells to the right and
one up. In order to choose the best move we evaluate all moves that can be performed in
a greedy fashion: (i) we check if the new placement obtained after performing one move
while maintaining the initial binding can accommodateMixer3; (ii) if not, we characterize
the free space existent on the microßuidic array after the move, considered as a device, and
change the shape of the moved device to the new created one; (iii) if no space could be
created for accommodatingMixer3 we perform the best move possible, the one minimizing
the fragmentation of the space. The moving and, if necessary, re-assigning of operations to
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modules continues until the routing constraint is violated (line 12 in Fig.10). If not enough
adjacent cells have been obtained for placingMi , we restore the initial placement (line 26).

In order to be able to accommodate on the microßuidic array modules of any possible
shape, we allow the search engine to group a set of overlapping free rectangles in the case of
non-rectangular devices. For example, while evaluating the moves that can be performed on
Mixer1 in Fig. 9b (line 13), the algorithm movesMixer1 two cells to the right. As the move
is not sufÞcient for accommodatingMixer3, we change the module on whichMixer1 is
executing. By grouping the free space in the overlapping rectanglesRect2 = (5, 4, 9, 9) and
Rect3 = (7, 0, 9, 9) we create a new ÒL-shapedÓ device, on whichMixer1 can be executed.
We assume that the completion time for non-rectangular modules, such as the ÒL-shapeÓ,
are computed during the synthesis process, as shown in Sect.2.2. Once characterized, the
devices are added to the given module library for later use. After the re-assignment ofMixer1

to the ÒL-shapeÓ, the free space consists of two rectangles,Rect1 = {0,0,6,4} andRect2 =
{0,8,5,9}. As there are now enough adjacent cells inRect1, Mixer3 will be placed on the
microßuidic array and the placement algorithm will terminate.

4.3 Tabu Search

Tabu Search (TS) is a metaheuristic based on a neighborhood search technique which uses
design transformations (moves) applied to the current solution,! current, to generate a set of
neighboring solutions,N , that can be further explored by the algorithm. Our TS implemen-
tation performs two types of transformations: (i) re-binding moves and (ii) priority swapping
moves. A re-binding move consists in the re-binding of a randomly chosen operation,Oi ,
currently executing on moduleMi , to another moduleMj . Such a move will take care of
the allocation, e.g., removingMi and allocatingMj . A priority swapping move consists in
swapping the priorities of two randomly chosen operations in the graph.

In order to efÞciently perform the search, TS uses memory structures, maintaining a his-
tory of the recent visited solutions (a ÒtabuÓ list). By labeling the entries in the list as tabu
(i.e., forbidden), the algorithm limits the possibility of duplicating a previous neighborhood
upon revisiting a solution. We use two tabu lists, one for each type of move. These are con-
structed as attribute-based memory structures, containing not the complete recent solutions,
but only relevant modiÞed attributes. Hence, if an operationOi is re-bound to a moduleMj

as result of a re-binding move, the change of the solution will be recorded in the correspond-
ing tabu list as a pair of the form(Oi ,M j ) and if the priorities of two operationsOi andOj

are swapped as part of the diversiÞcation process, the move will be recorded as(Oi ,Oj ).
However, in order not to prohibit attractive moves, an Òaspiration criteriaÓ may be used,

allowing tabu moves that result in solutions better than the currently best known one. More-
over, in order to avoid getting stuck in a local optima, TS uses ÒdiversiÞcationÓ. This in-
volves incorporating new elements that were not previously included in the solution, in or-
der to diversify the search space and force the algorithm to look in unexplored areas. Based
on experiments, we have decided to use priority swapping as a diversiÞcation move, only
when the best known solution does not improve for a deÞned number of iterations,numdiv,
determined experimentally.

The TS algorithm described in Fig.11 takes as input the application graphG, the mi-
croßuidic arrayC, the module libraryL, the initial allocationA◦, binding B◦ and priorities
# ◦, and returns the best found implementation,! best. Initially the best solution is consid-
ered the initial one, in which each operation is assigned to a randomly chosen device in the
module library and has the priority given according to the critical path length. The evalua-
tion of the initial solution! ◦ is performed by theScheduleAndPlace method, which returns
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TabuSearch(G, C, L, A◦, B◦, # ◦)
1 < S ◦, P ◦ > = ScheduleAndPlace(G, C, A◦, B◦, # ◦)
2 ! best = ! current = ! ◦ =< A◦, B◦, S ◦, P ◦ >
3 "best

G = " current
G = " ◦

G = GetCompletionTime(S ◦)
4 TabuListdev = ∅
5 TabuListprio = ∅
6 numiter = 0
7 while timeLimit not reacheddo
8 N = GenerateNeighborhood(! current, L)
9 Ñ = SelectAllowedMoves(N)

10 (Oi , B(Oi )) = SelectBestMove(Ñ)
11 PerformBestMove(! current, Oi , B(Oi ))
12 RecordRebindMove(Oi , B(Oi ), TabuListdev)
13 " current

G = GetCompletionTime(S current)
14 if " current

G < " best
G then

15 ! best = ! current; " best
G = " current

G

16 else
17 numiter = numiter + 1
18 if numiter = numdiv then
19 (Oi ,Oj ) = SelectSwapMove(G, # current, TabuListprio)
20 PerformSwapMove(! current, Oi ,Oj )
21 RecordSwapMove(Oi , Oj , TabuListprio)
22 " current

G = GetCompletionTime(S current)
23 if " current

G < " best
G then

24 ! best = ! current; " best
G = " current

G

25 end if
26 numiter = 0
27 end if
28 end if
29 end while
30 return ! best

Fig. 11 Tabu Search algorithm for DMBs

the schedule length" ◦
G obtained for the given allocation, binding and priorities (line 3 in

Fig. 11). Two tabu lists,TabuListdev andTabuListprio are used for recording the re-binding
moves, respectively the priority swapping moves. Each list has a given size,tabuSizedev

and tabuSizeprio correspondingly, specifying the maximum number of moves that can be
recorded by the list. Initially, the lists are empty (lines 4Ð5 in Fig.11). A variablenumiter is
used to keep track of the number of iterations passed without the improvement of the best
solution,! best

G (line 6).
The algorithm is based on a number of iterations (lines 7Ð29 in Fig.11) during which

moves are applied to the current solution in order to try and improve the overall best solu-
tion ! best

G . In each iteration, a set of possible candidatesN is obtained by applying moves
to the current solution,! current (line 8). However,N might contain solutions that are dis-
allowed by TS. According to the aspiration criteria, a tabu move(Oi ,M j ) ∈ TabuListdev is
only allowed if it leads to a solution better than the currently best known one. Therefore,
all the tabu moves resulting in solutions with schedule lengths" current

G worse than the cur-
rently best one are removed fromN and thus, the set̃N of allowed moves is created (line 9).
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Fig. 12 Tabu Search neighborhood

Operation Area (cells) Time (s)

Mixing 2 × 5 2
Mixing 2 × 4 3
Mixing 1 × 3 5
Mixing 3 × 3 7
Mixing 2 × 2 10
Dilution 2× 5 4
Dilution 2× 4 5
Dilution 1× 3 7
Dilution 3× 3 10
Dilution 2× 2 12
Dispensing Ð 7
Detection 1× 1 30

(a) Module library for the experimental
evaluation

Operation Label Area (cells) Time (s)

Mixing L 1 4× 2× 1 1.92
Mixing L 2 5× 2× 1 1.78
Mixing T 4× 3× 1 2.14
Mixing 1 × 5 1.60
Mixing 1 × 6 1.53
Dilution L 1 4× 2× 1 3.78
Dilution L 2 5× 2× 1 3.57
Dilution T 4× 3× 1 4.10
Dilution 1× 5 3.22
Dilution 1× 6 3.12

(b) Library of characterized modules

Fig. 13 Experimental evaluation

TheScheduleAndPlace function is used for determining the move(Oi ,M j ) ∈ Ñ leading to
the solution with the shortest schedule length" current

G among all the moves iñN . The move
is selected and marked as tabu (lines 10Ð12). If the obtained solution has a better schedule
length that the currently known one, the best-so-far solution is updated (lines 14Ð15). When
the best known solution does not improve for a given number of iterationsnumdiv a diversi-
Þcation move is considered (line 18), forcing the search into unexplored areas of the search
space. The move consists in swapping the priorities of two randomly selected operations
Oi andOj , with (Oi ,Oj ) /∈ TabuListprio. If the move results in a new best known solution,
! best is updated to! current (line 23). Finally, the variablenumiter is reset to 0 (line 26).

Let us use the mixing stage of the polymerase chain reaction (PCR/M) shown in Fig.12a,
and the module library in Fig.13a to illustrate how each iteration is performed. Consider the
current solution as being the one represented by the schedule in Fig.12b. The current tabu
list, presented to the right, contains the recently performed transformations. As all operations
are mixing operations, we will denote a module by its area, e.g.O1 is bound to a mixing
module of 2× 2 cells. Starting from this solution, TS uses re-binding moves to generate
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the neighbor solutions (line 8). Out of the possible neighboring solutions we present three
in Fig. 12cÐd. The solution in Fig.12c is tabu and the one in Fig.12d is worse than the
current solution (which is the best so far). In the solution in Fig.12e O7 is re-bound to a
new, 1× 3 mixer, which results in a non-tabu solution better than the current one. However,
TS will select the move in Fig.12c, that would change the 1× 3 mixer in Fig.12b for
O5 to a 2× 5 mixer module (line 10). Although the move(O5, 2 × 5) is marked as being
tabu, it leads to a better result than the currently best known one and thus, according to the
aspiration criteria, it is accepted (lines 14Ð15). The evaluation of the new solution is done by
using the uniÞed scheduling and placement algorithm presented before which determines the
completion time"G of the application graph. If the best solution! best has not been improved
for a number ofnumdiv iterations, the algorithm diversiÞes the search space by performing
a priority swapping move, which is recorded intotabuListprio (lines 18Ð28). The algorithm
terminates when a given time-limit for performing the search has been reached.

5 Experimental evaluation

In order to evaluate our proposed approach, we have used a real life example and ten syn-
thetic benchmarks. The Tabu Search-based algorithm4 was implemented in Java (JDK 1.6),
running on SunFire v440 computers with UltraSPARC IIIi CPUs at 1,062 GHz and 8 GB of
RAM. The module library used for all the experiments is shown in Fig.13a. For simplicity,
we have considered in our implementation that the characterization of new modules is done
ofßine. For example, Fig.13b contains a set of devices of different shapes, characterized
from the given module library in Fig.13a. The non-rectangular devices (having ÒLÓ and ÒTÓ
shapes) are described by the lengths of the two segments and the thickness. During the syn-
thesis process, the operations can be re-bound to one of the other devices in Fig.13a or to a
new device characterized in Fig.13b.

In our Þrst set of experiments we measured the quality of the TS implementation, that is,
how consistently it produces good quality solutions. Hence, we used our TS-based approach
for synthesizing a large real-life application implementing a colorimetric protein assay (103
operations), utilized for measuring the concentration of a protein in a solution.

Table 2 presents the results obtained by synthesizing the protein application on three
progressively smaller microßuidic arrays. We present the best solution (in terms of schedule
length), the average and the standard deviation obtained after 50 runs of the TS algorithm.
Let us Þrst concentrate on the results obtained for the case when we have used a time limit of
60 minutes for the TS. As we can see, the standard deviation is quite small, which indicates
that TS consistently Þnds solutions which are very close to the best solution found over
the 50 runs, which will explore differently the solution space, resulting thus in different
solutions.

Moreover, the quality of the solutions does not degrade signiÞcantly if we reduce the
time limit from 60 minutes to 10 minutes and 1 minute. This is important, since we envision
using TS for architecture exploration, where several biochip architectures have to be quickly
evaluated in the early design phases (considering not only different areas, but also different
placement of non-reconÞgurable resources such as reservoirs or detectors).

For the second set of experiments we were interested in the gains that can be obtained
by allowing the dynamic reconÞguration of the devices during their execution. Hence, we

4Values for TS parameters determined experimentally:numdiv = 7, tabuSizedev = 8, tabuSizeprio = 8.
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Table 2 Results for the colorimetric protein assay

Area Time limit Best (s) Average (s) Standard dev.

TS TS− TS TS− TS TS−

13× 13 60 min 178.49 182 182.03 189.88 2.53 2.90

10 min 178.49 182 188.42 192.00 4.53 3.64

1 min 187.49 191 194.09 199.20 4.07 4.70

12× 12 60 min 178.49 182 183.38 190.86 3.09 3.20

10 min 178.49 185 189.99 197.73 4.41 6.50

1 min 190.50 193 195.13 212.62 8.97 10.97

11× 12 60 min 178.49 184 189.18 192.50 5.50 3.78

10 min 178.49 194 193.85 211.72 4.90 14.37

1 min 191.50 226 225.13 252.19 9.27 15.76

have modiÞed our TS approach to eliminate the possibility of moving devices and changing
their shape during their execution from our TS approach. Table2 presents the comparison
between this modiÞed TS approach, denoted by TS−, and TS for the protein application. As
we can see, taking into account the dynamic reconÞgurability property of the biochip, sig-
niÞcant improvements can be gained in terms of schedule length, allowing us to use smaller
areas and thus reduce costs. For example, in the most constrained case, a 11× 12 array, we
have obtained an improvement of 10.73% in the average completion time compared with
TS−, for the same limit of time, 1 minute.

In a third set of experiments we have evaluated our proposed method on ten synthetic
applications. Due to the lack of biochemical application benchmarks, we have generated a
set of synthetic graphs using Task Graphs For Free (TGFF) [7]. We have manually modiÞed
the graphs in order to capture the characteristics of biochemical applications. The applica-
tions are composed of 10 up to 100 operations and the results in Table3 show the best and
the average completion time obtained out of 50 runs of TS and TS− using a time limit of 10
minutes.

For each synthetic application we have considered three areas, fromArea1 (largest) to
Area3 (smallest). The results in Table3 conÞrm the conclusion from Table2: as the area
decreases, considering dynamic reconÞguration becomes more important, and leads to sig-
niÞcant improvements. For example, for the synthetic application with 50 operations, in the
most constrained case, a 9× 9 array, we have obtained an improvement of 24.52% in the
average completion time compared with TS−.

6 Conclusions

In this paper we have presented a Tabu Search based-technique for the synthesis of digi-
tal microßuidic biochips. The proposed approach considers the uniÞed architectural design
(allocation, binding and scheduling) and physical design (placement of operations on a mi-
croßuidic array). In this work, we have considered that the binding of operations to virtual
devices can be changed during their execution. We have also proposed a method for analyti-
cally determining the completion time of a reconÞgurable operation on a device of any given
shape. A real-life example as well as a set of ten synthetic applications have been used for
evaluating the effectiveness of the proposed TS approach. We have shown that by exploiting
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the dynamic reconÞgurability of digital microßuidic biochips signiÞcant improvements can
be gained, allowing us to use smaller area biochips and thus reduce costs.
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