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Preface

This thesis was prepared at the Department of Applied Mathematics and Computer
Science (DTU Compute, formerly known as DTU Informatics) at the Technical Uni-
versity of Denmark with assistance from DTU Elektro and IPU Technology Devel-
opment, in partial fulfillment of the requirements for acquiring the PhD degree in
engineering. The project was funded jointly by Vestas Wind Systems A /S, Danfoss
A/S, and the Danish Agency for Science, Technology and Innovation—Ministry of
Science, Innovation, and Higher Education of Denmark, under the Industrial PhD
program, project 10-078007.

The thesis deals with control methods for flexible and efficient power consumption in
commercial refrigeration systems that possess thermal storage capabilities, and for
facilitation of more environmental sustainable power production technologies such as
wind power. We apply economic model predictive control as the overriding control
strategy and present novel studies on suitable modeling and problem formulations
for the industrial applications, means to handle uncertainty in the control problems,
and dedicated optimization routines to solve the problems involved. Along the way,
we present careful numerical simulations with simple case studies as well as validated
models in realistic scenarios.

The thesis consists of a summary report and a collection of 13 research papers written
during the period Marts 2010 to February 2013. Four are published in international
peer-reviewed scientific journals and 9 are published at international peer-reviewed
scientific conferences.

Kgs. Lyngby, February 2013

Tobias Zel Hovgaard
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Summary (in English)

In this thesis, we consider the control of two different industrial applications that be-
long at either end of the electricity grid; a power consumer in the form of a commercial
refrigeration system, and wind turbines for power production. Our primary studies
deal with economic model predictive control of a commercial multi-zone refrigeration
system, consisting of several cooling units that share a common compressor, and is
used to cool multiple areas or rooms, e.g., in supermarkets. Substantial amounts of
energy are consumed in refrigeration systems worldwide and there is a strong motiva-
tion for introducing more energy efficient as well as cost reducing control techniques.
At the same time, the power grid is evolving from a centralized system with rather
controllable production in the conventional power plants to a much more decentralized
network of many independent power generators and a large penetration of renewable,
fossil-free energy sources such as solar and wind power. To facilitate such intermit-
tent power producers, we must not only control the production of electricity, but also
the consumption, in an efficient and flexible manner. By enabling the use of thermal
energy storage in supermarkets, we open up for flexible power consumption schemes
with the possibility of reducing operational costs and we develop and demonstrate
prototype control technology that creates completely new business opportunities for
selling regulating power to the grid. Moreover, this enables a larger penetration of
wind energy in the power production and increases the potential market size for wind
power generators and other renewable energy sources. Thus, we aim at promoting
the use of environmentally sustainable power production technologies while creating
new business opportunities for both power consumers and producers of renewable
energy.

The second application, wind turbines, takes us to the production side of the power
grid. The key concern here is to improve the quality and integrability of power



vi Summary (in English)

delivered to the grid from large parks of wind turbines. Our goal is to reduce the
fluctuating nature of the power output and to meet tightened demands from the grid
by enabling a more intelligent control at both the individual turbine level, at the park
controller level, and in cooperation with flexible power consumers or other means of
energy storage. The possible interaction and synergies of the two applications are
obvious reasons to consider both in this thesis, and as we will see, the similarities in
our formulations of the different control problems allow us to apply almost identical
techniques despite the lack of immediate similarity.

For control of the commercial refrigeration application as well as the wind turbine ap-
plication, we propose an economic optimizing model predictive controller, economic
MPC. MPC is a feedback control technique that is characterized by its explicit han-
dling of constrained control problems in which a model is used to predict the future
behavior of a system along with forecasts of future disturbances. At each time step
the values of the control inputs are computed by solving an open-loop finite time
optimal control problem over a defined prediction horizon. Only the first step in
this optimal open-loop sequence is implemented as a control command. Feedback is
obtained by solving the open-loop problem repeatedly, in a receding horizon fashion,
as new predictions become available.

Our investigations are primarily concerned with: 1) modeling of the applications
to suit the chosen control framework; 2) formulating the MPC controller laws to
overcome challenges introduced by the industrial applications, and defining economic
objectives that reflect the real physics of the systems as well as our control objectives;
3) solving the involved, non-trivial optimization problems efficiently in real-time; 4)
demonstrating the feasibility and potential of the proposed methods by extensive
simulation and comparison with existing control methods and evaluation of data
from systems in actual operation.

We present contributions on:

e Economic MPC for commercial refrigeration systems, including

— Linear economic MPC formulations that utilize the flexibility in refrig-
eration systems to counteract fluctuations in the balance between power
consumption and production.

— Economic MPC with probabilistic constraints, ensuring a robust perfor-
mance and constraint satisfaction in spite of inaccurate system models and
forecasts.

— Nonlinear economic MPC, reflecting the nonconvexity in the realistic de-
scription of temperature dependent efficiencies in the refrigeration cycle.

— Nonlinear economic MPC with uncertain predictions and the implemen-
tation of very simple predictors that use entirely historical data of, e.g.,
electricity prices and outdoor temperatures.
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e Economic MPC for wind turbines, including

— Optimal steady-state calculation for wind farms.
— Nonlinear economic MPC for individual turbines.

— Change of variables and convex formulations of economic MPC for indi-
vidual turbines.

e Tractable optimization methods for the MPC problems, including

— Sequential convex programming (SCP) for specific nonconvex problems
originating from our studies of commercial refrigeration as well as from
our studies concerning wind power.

— Successful demonstration of the SCP approach on three different problems—
the commercial refrigeration system with linear dynamics and constraints
and a nonconvex objective, the individual wind turbine with nonlinear dy-
namics and constraints, and the static optimization of the wind farm with
a black-box model.

The major contribution is the formulation of these problems and the demonstrations
to show that the SCP method can be used for their solution.

We demonstrate, i.a., substantial cost savings, on the order of 30 %, compared to
a standard thermostat-based supermarket refrigeration system and show how our
methods exhibit sophisticated demand response to real-time variations in electricity
prices. Violations of the temperature ranges can be kept at a very low frequency of
occurence inspite of the presence of uncertainty. For the power output from wind
turbines, ramp rates, as low a 3 % of the rated power per minute, can be effectively
ensured with the use of energy storage and we show how the active use of rotor inertia
as an additional energy storage can reduce the needed storage capacity by up to 30 %
without reducing the power output.
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Resumé (in Danish)

I denne afhandling beskriver vi regulering og styring af to forskellige industrielle app-
likationer, der befinder sig i hver sin ende af elnettet; en elforbruger i form af et kom-
mercielt kgleanlaeg, og vindmgller til elproduktion. Vores hovedstudier fokuserer pa
pgkonomisk modelpradiktiv regulering af et kommercielt multizonekgleanlaeg bestaende
af flere kglenheder forbundet til en falles kompressor, som har det formal at ned-
kgle adskillige rum eller omrader, f.eks. i et supermarked. Betydelige maengder
energi bliver brugt af kgleanlaeg verden over, og der er derfor et staerk incitament for
at introducere mere energieffektive og omkostningsreducerende reguleringsteknikker.
Samtidig undergar elnettet en forandring fra et centralt system med en relativt reg-
ulerbar produktion i de konventionelle kraftvaerker til et langt mere decentraliseret
netveaerk af uaftheengige energiproducerende enheder, hvor en staerkt stigende andel
af elektriciteten kommer fra vedvarende, fossilfrie energikilder sasom sol og vinen-
ergi. For at muligggre integrationen af store meengder af disse mere uregelmaessige
elproducenter, er det ikke leengere tilstrackkeligt (eller muligt) kun at styre elproduk-
tionen, og vi ma i langt hgjere grad ogsa styre elforbruget til at vaere bade effektivt
og fleksibelt. Ved at muligggre brugen af termisk energilagring i supermarkeder vil
vi abne muligheder for et fleksibelt elforbug, som kan reducere driftsomkostningerne
for kgleanlaegget, og vi udvikler og demonstrerer prototype-reguleringsteknologier,
som skaber helt nye forretningsmuligheder, hvor fleksibiliteten kan seelges til elnet-
tet som regulerende effekt. Denne fleksibilitet abner desuden for, at vindenergi kan
daekke en endnu stgrre del af elproduktionen, og udvider derved markedspotentialet
for vindmgller og andre vedvarende energikilder. Med vores arbejde sigter vi altsa
mod at facilitere brugen af miljgmeessigt baeredygtige metoder til energiproduktion
og samtidig skabe nye forretningsmuligheder for bade elforbrugere og producenter af
vedvarende energi.
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Vores sekundeere fokus i denne athandling, vindenergi, bringer os til produktionssiden
af elnettet. Formalet er her at forbedre kvaliteten og integrerbarheden af strgm leveret
til elnettet fra store vindmglleparker. Malet med dette studie er at reducere den fluk-
tuerende natur, som typisk praeger vindmgllegenereret strgm, og dermed leve op til
strengere krav for tilslutning til elnettet. Dette kan opnas ved at introducere en mere
intelligent reguleringsstrategi bade i den enkelte vindmglle, pa parkstyringsniveau og i
samarbejdet med fleksible elforbrugere eller andre typer energilagring. Denne mulige
interaktion og synergi mellem de to systemer, som vi betragter i dette projekt, er i
sig selv en grund til, at vi inkluderer begge sider af sagen, og som vi skal se, kan de
forskellige reguleringsproblemer formuleres med sa store ligheder, at vi kan anvende
stort set identiske metoder til at lgse dem pa trods af den umiddelbare mangel pa
sammenfald.

Vi foreslar en gkonomisk optimerende modelpraediktiv regulator (kendt som economic
model predictive control eller blot, economic MPC) til at handtere reguleringen
af savel kple- som vindmglleapplikationen. MPC er en feedback-reguleringsteknik,
som er karakteriseret ved dens eksplicitte handtering af styring til dynamiske syste-
mer med begraensninger (constraints), hvortil en model, der kan forudsige systemets
fremtidige opfersel, benyttes sammen med forudsigelser af fremtidige forstyrrelser.
Til hvert tidsskridt beregnes reguleringsvariablene ved at lgse et optimalt regu-
leringsproblem over en given horisont. Resultatet af dette er en optimal aben-
slpjfesekvens af reguleringsvariable, hvoraf kun det fgrste skridt implementeres. Feed-
back bliver implementeret ved at lgse open-slgjfe problemet igen og igen i en rullende
horisont-facon, i takt med at nye forudsigelser bliver tilgaengelige.

Vores undersggelser fokuserer primert pa: 1) modellering af de virkelige systemer
sd de er kompatible med den valgte reguleringsarkitektur, 2) formulering af MPC-
reguleringslove, som lgser de sarlige udfordringer der, fglger med de industrielle app-
likationer og fastleeggelse af gkonomiske mal, saledes at disse afspejler bade fysikken
bag systemerne savel som vores definerede reguleringsformal, 3) effektiv realtids-
beregning af de implicerede, ikke-trivielle optimeringsproblemer, og 4) demonstration
af gennemfgrligheden og potentialet ved vores foreslaede metoder gennem udfgrlige
simuleringer og sammenligninger med de eksisterende reguleringsmetoder samt data
fra systemer i drift.

Vi praesenterer vores bidrag pa fslgende omrader:

e Qkonomisk MPC til kommercielle koleanlaeg, herunder

— Linezre gkonomisk optimerende MPC-formuleringer der udnytter flek-
sibiliteten i kgleanlaeg til at modvirke ubalancer mellem elforbrug og -
produktion.

— @konomisk MPC med probabilistiske begraensninger, der sikrer robust
ydelse og robust overholdelse af begreensningerne pa trods af upreecise
systemmodeller og forudsigelser.



xi

— Ulinezer gkonomisk MPC, der afspejler de ikke-konvekse elementer i de
temperaturathaengige effektiviteter i kgleprocessen.

— Ulineaer gkonomisk MPC med usikre forudsigelser samt implementeringer
af simple praediktionsmetoder, som udelukkende baseres pa historiske data
af fx. elpriser og udendgrstemperaturer.

e (Pkonomisk MPC til vindmgller, herunder

— Beregning af optimale statiske driftspunkter for vindmglleparker.
— Ulinezer gkonomisk MPC for individuelle mgller.

— Skift af variable og konvekse formuleringer af gkonomisk MPC for indi-
viduelle mgller.

e Implementerbare optimeringsmetoder for MPC-problemerne, herunder

— Sekventiel konveks programmering (SCP) for de specifikke ikke-konvekse
problemer, der opstar i vores studier af kommercielle kgleanlaeg savel som
i vores studier af vindenergi.

— Succesfuld demonstration af SCP-tilgangen pa tre forskellige problemer—
det kommercielle kglesystem med lineser dynamik og begraensninger, men
med en ikke-konveks objektfunktion, den individuelle vindmglle med ulinesger
dynamik, begraensninger, og objektfunktion, og den statiske optimering af
vindmglleparkdriftspunkter, hvor kun en “black-box”-model er tilgaengelig.

Vores hovedbidrag er formuleringen af disse reguleringsproblemer samt demonstra-
tioner, der viser hvordan vores SCP-metode kan bruges til lgsning af disse.

Vi demonstrerer bl.a. betydelige omkostningsbesparelser i storrelsesordenen 30 %,
sammenlignet med standard termostatstyrede supermarkedskgleanlaeg og viser desu-
den, hvordan vores metode udviser sofistikeret priselastisk forbrug overfor realtids
variationer i elpriserne. Pa trods af usikkerheder i systemet kan overskridelser af
temperaturgraenserne begraenses til meget lave forekomstrater. For vindmgller kan
effektzendringer i strommen effektivt begraenses til 3 % af mgllens nominelle effekt
pr. minut, nar vi udnytter tilknyttet energilagring, og vi demonstrerer, hvordan
den ngdvendige lagerkapacitet kan reduceres med op til 30 % uden at reducere den
producerede mangde energi ved en aktiv udnyttelse af rotorens inerti som ekstra
energilager.
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CHAPTER 1

Introduction

In this chapter, we put the project into a context by describing the trends and chal-
lenges from the global electricity systems that motivate our work. We give numbers
and figures to illustrate the need for new solutions to control of power consumers
and producers and explain why, e.g., supermarket refrigeration systems can play an
important role in the future power system. We briefly motivate our choice of method
and give references to related work. In addition, we describe the objective of this
research project along with our hypotheses and a short summary of both academic
as well as industrial contributions from our work. Finally, we give the outline for the
remainder of this thesis.

1.1 Global energy challenges

As a remedy for meeting the global energy challenges of satisfying growing demands,
securing sufficient energy sources, and reducing climate changes, an increasing amount
of electricity from fairly intermittent energy sources, such as solar and wind is in-
stalled and more is planned for the coming years. With this large penetration of
renewable energy, we must not only control the production, but also the consump-
tion of electricity, in an efficient, flexible and proactive manner. Various types of
power consumers possess capacities that can be used to shift the load in time if ex-
ploited intelligently in the control system. Such applications include refrigeration,
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heating, electrical vehicles, and some industrial processes, to mention a few. We
elaborate more on this in Chapter 2.

1.2 Commercial refrigeration

Supermarket refrigeration consumes considerable amounts of energy worldwide. In
Denmark around 4500 supermarkets consume more than 600,000 MWh annually.
This corresponds to approximately 2 % of the entire electricity consumption in the
country. The goods in the refrigerated units make up a large capacity in which en-
ergy can be stored in the form of “coldness”. However, the hysteresis control policy
most commonly used today does not exploit this. In this thesis, we succesfully in-
vestigate how a large potential for energy and cost reductions exists, if the system
load is distributed inteligently over time in a more cost-optimal way. In addition,
this flexibility can render the refrigeration system a flexible power consumer. Such
flexibility will be an essential feature in a future smart power grid. An average U.S.
supermarket consumes in total around 56 kWh/ft? of electricity per year, but as il-
lustrated in Figure 1.1(b), some supermarkets are significantly more energy intensive
than this. Typically 43% goes to refrigeration. With an average supermarket size
around 4000 m? (43,000 ft?) and electricity prices for industrial consumption around
0.127 USD/kWh (average for USA in 2012) the annual average cost for refrigeration
is USD 131,500 per supermarket. In Denmark, supermarkets are generally smaller,
and this number is around USD 30,000. Thus, if we can save 30% on the costs related
to refrigeration, an average supermarket saves almost USD 40,000 yearly, or 13% of
the total electricity bill. Because the profit margins of supermarkets are so thin, on
the order of 1 percent, the U.S. Environmental Protection Agency (EPA) estimates
that USD 1 in energy savings is equivalent to increasing sales in the supermarket by
USD 59. For a major chain, improvements that cut energy costs by 13 percent could
yield tens of millions of dollars in added profit | I

1.3 Wind energy

In Denmark around 30 % of the electricity consumption is produced by wind power
as of today. Wind power plants (WPP) consist of many individual wind turbines
that share a common power output to the grid and are placed in the close vicinity
of each other. Wind power plants seem to be the most promising renewable source
of electricity today, and their share of the total electricity production is expected to
increase notably. Dedicated rule sets (grid codes) regulate the connection of WPPs to
transmission and distribution levels of the power grid, mainly concerning, e.g., power
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Figure 1.1: Supermarket energy consumption in the U.S. Source: [Enc08].
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controllability and power quality. One of the regulation functions required is a power
gradient constraint that limits the maximum rate-of-change of non-commanded vari-
ations in the power output from the WPP to the grid. We effectively demonstrate
that our techniques for facilitating flexible power consumption in, e.g., refrigeration
systems, can play a major role in coordination with the control of WPPs. Conse-
quently, the need for adding expensive storage technologies, in order to live up to
tightened grid codes, can be reduced. Hereby, we improve the integrability of wind
power in the grid, by reducing its fluctuating nature. As we can achieve this without
degrading the power production, we succeed in increasing the potential market size
for wind power. Figure 1.2 illustrates the fluctuating nature of wind power. This
fluctuating behaviour makes it a challenge to integrate large amounts of wind energy
on the power grid.

1.4 Model predictive control

During the last 30 years, model predictive control (MPC) for constrained systems
has emerged as one of the most successful methodologies for control of industrial
processes [GPM89, BM99, OB03]. Traditionally, MPC is designed using objective
functions penalizing deviations from a given set-point. MPC based on economic
performance functions that directly address minimization of the operational costs
is an emerging methodology known as economic optimizing MPC [RA09, DARII,
AARI2, RABI12, Griil3]. Economic MPC addresses the concerns of controlling a
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system influenced by a number of disturbances which we can predict (with some
uncertainty) over a time horizon into the future, obeying certain constraints, while
minimizing the cost of operation. We provide novel formulations and prove that
this scheme is well suited and can be adapted to tackle our control problems, i.e.,
flexible power consumption for commercial refrigeration systems, and reduced power
gradients for wind turbines. Textbooks and publications with good introductions to
MPC include, e.g., | , , , ]

1.5 Thesis objective

This thesis addresses applications of economic MPC algorithms to enable cost efficient
and flexible control of commercial refrigeration systems. Our objectives are to add
value to commercial refrigeration and to facilitate more wind energy on the power
grid, by developing new functionalities. We do this by investigating control strategies
that both minimize the local cost of ownership of, e.g., a supermarket refrigeration
system, and at the same time prepare the application to play an important role
as a flexible power consumer in the future power grid with increased penetration
of intermittent renewable energy sources. In addition, we take a small step to the
production side of the power grid by investigating how similar control strategies and
the synergies of co-controlling flexible power consumers can improve the integrability
of wind power on the grid.

In the project the primary objective was to exploit load shedding in refrigeration sys-
tems using economic MPC to obtain a cost efficient operation. Our hypothesis is that
it is possible to develop an optimizing control scheme that schedules the operation of
a multi-zone refrigeration system according to weather, price, and load profiles such
that an overall energy and cost efficient operation is obtained without violating the
requirements to the cooling quality. This would be achieved by utilizing the possibility
for storing energy as thermal energy in the refrigeration system. Furthermore, we
expect that this will considerably lower the operational cost compared to current con-
trol solutions, as well as enable flexible power consumption to benefit the power grid.
Subsidiary, our objective is to coordinate the control of large WPPs and the interac-
tion with energy storage consisting of flexible power consumers. We do this within
the framework of economic MPC. Our hypothesis is that an optimal control scheme
that takes predicted wind speed into account can be developed to control a group of
wind turbines such that the power output to the grid obey tightened demands to power
quality at the lowest possible cost. This is achieved by utilizing the rotational inertia
in the individual turbines as well as by co-control of flexible consumers, directly or
through, e.g., price signals.



8 Introduction

1.6 State of the art

In this section, we provide an overview of the state of the art and give some references
to important literature in the different fields that we will addresses in this thesis. The
collection of papers, written during the project, is included in full in Part III of this
thesis. As each paper contains the literature studies and references relevant to the
specific paper, the reference list in this chapter is not exhaustive, and we refer the
reader to those given in the papers as well.

1.6.1 Refrigeration and demand response

We present a novel formulation of economic MPC for the control of a commercial
refrigeration system. The goal is to minimize the cost of energy and to allow the
system to offer flexibility in terms of demand response to the power grid. Previous
and concurrent works have dealt with similar topics and e.g., | | re-
view the use of thermal energy storage and the expected importance of MPC in such
demand response schemes. Different means of utilizing demand response in a smart
grid setting have been investigated in an increasing number of publications, e.g.,
[ , , |, for other kinds of applications with a built-
in capability for energy storage such as plug-in electric vehicles and heat pumps. The
demand response in relation to price elasticity is described in | |, and | ]
analyzed different demand side management strategies. For facilitation of wind gen-
erated electricity by price optimized thermal storage, works like e.g., | | exist.
MPC is increasingly being considered to control both refrigeration and power systems,
see, e.g., | , ) |, and the use of
load shifting capabilities to reduce total energy consumptlon have been applied in,
e.g., | , , ]. Predictive control and optimization for energy cost
reductions in vapor compression cycles have been investigated for building temper-
ature regulation too. | | considered time of use pricing in that context and
[ , , | all used weather predictions to optimize the energy
efficiency.

1.6.2 Wind energy and power quality

We demonstrate how model predictive control using forecasts of the wind speed can
improve the quality of power delivered from wind turbines to the grid. Our study
utilizes rotor inertia and energy storage to ensure sufficiently low rates of change
on the power output. Other works considered the means of grid support in wind
turbines too, e.g., | , | where turbine inertia was used for frequency
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response and power oscillation damping. In, e.g., | , , , | the
benefits, economics, and challenges of using different means of storage, i.e., batteries,
hydrogen, flywheels etc., in combination with wind power were investigated and in,
e.g., | | a Lithium-iron-phosphate battery was used to achieve power forecast
improvement and output power gradient reduction for wind power. Optimization of
the wind farm control level is a topic of increasing interest, too. In, e.g., | ,
, , , | different control aspects of the wind park controller,
such as power maximization, load reduction, wind field and turbulence modeling, and
active/reactive power control for the power grid connection, are considered.

1.6.3 Economic MPC

In many applications, the classical approach to achieving overall economic objectives,
is to divide the planning and the control into two layers. The first layer performs a
steady-state economic optimization of the plant’s variables and sends set-points to
the second layer. Typically, MPC in the second layer serves the purpose of guid-
ing the plant’s transient state to the set-point, rejecting dynamic disturbances that
enter the system. While the classical approach has shown great versatility and has
seen widespread application, there are an increasing number of problems for which dy-
namic economic performance is crucial and the hierarchical separation of economic
analysis and control is either inefficient or inappropriate | ]. The idea of op-
timizing dynamic economic performance directly is not new. Infinite horizon control
problems with unbounded costs were first considered in the field of economics in the
1920s [ |. Theoretical analysis of economic model predictive control for contin-
uous processes began with stability proofs based on convexity for linear systems and
convex objectives in, e.g., [ |. Average asymptotic cost guarantees and average
constraints were demonstrated in. e.g., | ] and Lyapunov-based stability proofs
for nonconvex systems were provided in | , , ]. An analysis of
performance in the absence of any terminal constraints or penalties is presented in,
e.g., | ]. Economic MPC has been applied to a growing variety of continu-
ous processes and is increasingly being considered to control both refrigeration and
power systems | , , ]. Recently, economic MPC has been applied
to power management on a smart grid, too (see, e.g., | , , |
and the papers in Part III).

1.6.4 Optimization algorithms

This thesis also addresses a tailored optimization routine that allows our proposed
MPC controller to conduct the computations sufficiently fast for real-time imple-
mentation. The need for computationally efficient optimization in MPC applied to
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systems with either fast sampling or limited computational resources is a major re-
search topic. In | | a direct multiple shooting method was presented, capable
of solving an nonlinear MPC (NMPC) problem with 42 differential states and 122
algebraic states over 20 control intervals in 10 s and in | | a quadratic MPC
problem with 12 states, 3 controls, and a horizon of 30 intervals was solved in 5 ms
using warm-starting. Another approach to real-time MPC is the explicit methods as
reported in, e.g., | | where the technique was used in combination with online
optimization for solving QPs under restrictions on the computational time. | ]
gives an extension to explicit NMPC. However, it was reported that it is troublesome
to ensure stability if the problem is nonconvex, and in addition, the explicit methods
are not suitable for larger problems due to extremely large state-spaces. Approaches
to parallel implementation of MPC algorithms for real-time execution were shown in,
e.g., | | where a problem with 32 states, 16 inputs and 10 control intervals
was solved in 344 ms on an FPGA. For further reviews of numerical methods for
solution of real-time optimal control problems in NMPC see, e.g., | . A wide
range of algorithms for numerical optimization exists in the literature. These include,
methods for linear or quadratic programs, e.g., state-elimination, Riccati-iterations,
first-order methods, active-set, and interior-point algorithms, as well as extended LQ,
and explicit formulations | , , ]. Other methods address nonlinear
optimization, e.g., single-shooting, multiple-shooting, and simultaneous algorithms
[ , , , |. For the interested reader, we refer to the literature,
i.a., the references given here. Optimization routines that include embedded convex
optimization have recently become more available to non-experts by the introduc-
tion of the automatic code generators such as FORCES | , |, FiOrdOs
[ |, or CVXGEN [ |. In this work, we use the latter of these alternatives to
produce super fast customized solvers.

1.7 Thesis contributions

As this project is accomplished in close collaboration between the two companies
(Vestas and Danfoss) and the universities (primarily the Technical University of Den-
mark, and for some sub-projects, Stanford University), our contributions and value
creation are relevant to both industry and academia, of course with different signif-
icance depending on the specific outcomes. The vision is that: by enabling the use
of energy storage in supermarkets, we open up the possibility of reducing operational
costs and create completely new business opportunities for selling requlating power
to the grid. Moreover, this enables a larger penetration of wind energy in the power
production and increases the potential market size for wind turbine generators and
other renewable energy sources. Thus, we aim at promoting the use of environmental
sustainable power production technologies while creating new business opportunities.
The industrial contributions from this project are primarily:
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e A novel control scheme based on economic MPC for control of a supermarket
refrigeration system.

o Transferring and adaption of modern control technologies (economic MPC)
from academia and other fields of the industry to solve specific and evolving
needs identified for both power consumers and power producers in the electricity
grid (e.g., energy efficiency, cost reductions, flexibility, power quality).

e Demonstration by simulation of the applicability of our methods for industrial
applications (with their challenges, e.g., uncertainty, vast variety of systems,
limited computational power).

e Reduction of the computational complexity, rendering it possible to implement
the methods on an industrial hardware platform.

e Proving the potential of the proposed methods, by evaluating realistic and ver-
ified models and inputs for simulation of real scenarios (e.g., savings calculated
from real supermarket data, temperatures, and electricity prices).

e Demonstration of economic MPC combined with novel computation approaches
to be a top candidate methodology for handling current and future smart grid
challenges.

Several of these are naturally overlapping with contributions to the academic com-
munity and have been published in several control specific, peer-reviewed journals
and conferences (see papers [A]-[M]). Our main research contributions to academia
have a common thread in terms of formulating, modeling, and rephrasing theoretic
results and methods to the extend where they can be applied to control of real-life
problems:

e We develop novel algorithms combining fast MPC with economic MPC and
demonstrate this novel approach on a commercial refrigeration system and for
the control of a wind turbine.

o We formulate and adapt the methodology of probabilistic constraints for eco-
nomic MPC of dynamic systems with uncertain model parameters.

o We successfully provide new formulations of the objective function which reflect
economic costs related to operating the systems, while explicitly including a
type of ancillary services known as primary regulating power. We formulate
this non-standard MPC problem such that a generic non-linear optimization
tool can be applied.

e We show novel tailored optimization methods capable of solving the non-linear
and non-convex problems involved. One method is a simple add-hoc solu-
tion separating the problem over the variables and our second method is a
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more meticulous sequential convex programming (SCP) approach. The latter
is tested extensively for performance and robustness and is proven to be well
suited for implementation on industrial hardware.

e We demonstrate a non-trivial change of variables for one of the wind turbine
control problems, allowing us to solve this problem super fast and efficient.

We address these substantial industrial and academic contributions throughout parts IT-
IIT of this thesis, providing both a summary report and a number of reviewed papers
that we have published throughout the project period.

1.8 Thesis outline

The thesis is divided into three parts. The first two parts compose a summary report
which is meant to give a coherent overview of the main results and contributions of the
thesis. We provide motivating background information on the problems dealt with
and their context. The third part comprises 13 research papers prepared during the
project period. The contents of each paper are summarized briefly in the following:

Paper A was published in the international journal, Fnergy in 2012. The paper
presents studies on economic model predictive control of a supermarket refrig-
eration system for both cost efficient operation and for offering flexible power
consumption as a service to the power grid. We use a generic nonlinear opti-
mization tool to solve the nonconvex problems. In addition, robustifying means
in terms of chance-constraints are introduced.

Paper B was published in the Canadian Journal of Chemical Engineering in 2012.
The paper describes a model of the supermarket refrigeration system which is
sufficiently simple for optimization while preserving a very accurate description
of the power consumption. Furthermore, we present an optimization routine
which overcomes the nonconvex objective function by splitting the problem in
the independent variables. We compare the solution with the solution from a
generic optimization tool.

Paper C was published in the International Journal of Control in 2013. In the
paper, we extend our previous studies on price and load responsive control of a
supermarket refrigeration system. We use a very realistic system model, which
we have verified with dedicated experiments and data from supermarkets in
actual operation and we use historic data for electricity spot prices, and outdoor
temperatures for a selected location in Denmark. We implement very simple
predictors, and we allow for uncertain heat loads affecting the system. A main
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focus of this paper is application of an efficient, dedicated, sequential convex
programming method that allows for real-time implementation, even with little
computational power available.

Paper D isto appear in the international journal Wind Energy in 2013. We consider
the operation of a wind turbine and a connected energy storage device. The
controller takes varying wind speed into account and has the goal of maximizing
the total energy generated while respecting limits on the time derivative (gradi-
ent) of power delivered to the grid. We use the turbine inertia as an additional
energy storage device and we show that by a novel change of variables we can
transform the problem from a nonlinear one, to one with linear dynamics and
convex constraints. Thus, the problem can be solved for its global optimum
with very efficient methods.

Paper E was presented at the 49th IEEE Conference on Decision and Control in
2010. The paper describes our investigations on economic model predictive
control for a small portfolio of controllable power producers together with a large
cold storage (a power consumer). The system is approximated with a linear
model and the economic MPC is a linear program (LP). An exogenous signal
from all non-controllable producers (e.g., wind power) and consumers affect
the system and we utilize the refrigeration system’s flexibility to counteract
fluctuations.

Paper F was presented at the 21st European Symposium on Computer Aided Process
Engineering in 2011. In the paper we describe further development on the
case study in the previous paper and introduce the initial studies on chance-
constraints to deal with uncertainties in forecasted disturbances.

Paper G was presented at the Jth International Symposium on Advanced Control
of Industrial Processes in 2011. The paper describes our work on building a
suitable dynamic model of the refrigeration system. We introduce a nonconvex
objective function in order to provide a realistic description of the power con-
sumption function and show two approaches to solve the resulting optimization
problem.

Paper H was presented at the 50th IEEE Conference on Decision and Control and
European Control Conference in 2011. It presents our robust formulation of lin-
ear economic model predictive control. We use chance-constraints reformulated
as second-order cone constraints to deal with the uncertainty in both forecasted
disturbances and in the system models. A finite impulse response model with
uncertain coefficients describes the system in order to make it compatible with
the robust formulation.

Paper I was presented at the 50th IEEE Conference on Decision and Control and
European Control Conference in 2011. The paper describes our results with a
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generic nonlinear optimization code for price and temperature optimized op-
eration of the refrigeration systems. We give details on the reformulation of
the objective function. This objective function is formulated such that the con-
troller enables the refrigeration system to participate in the regulating power
market by offering the flexible power consumption as an ancillary service.

Paper J was presented at the IEEFE International Conference on Control Applica-

tions (CCA), part of 2012 IEEE Multi-Conference on Systems and Control in
2012. In the paper, we present our dedicated experiments to identify key pa-
rameters for use in the refrigeration system model and we show how observers
for the unknown food temperatures can be constructed. The second part of
the paper introduces the term “active thermal mass” which is a measure of the
amount, of thermal storage potential that can be utilized in a specific food-
stuff on a specific timescale. We present both a generic analysis and details for
selected typical foodstuffs.

Paper K was presented at the 4th IFAC Nonlinear Model Predictive Control Con-

ference in 2012. The main focus of the paper is the application and algorithmic
details of the sequential convex optimization methods that was developed as a
part of the work that was also published in paper C.

Paper L was presented at the 10th European Workshop on Advanced Control and

Diagnosis in 2012. In the paper, we consider optimization of power set-points
to a large park of wind turbines that influence each other through the wind field.
The presented approach uses a sequential optimization method, similar to the
one introduced in some of our previous papers, to deal with challenges such as
black-box models of the system, integer variables, and nonlinear dynamics.

Paper M was presented at the European Control Conference 2013. Like in paper D,

the goal is to operate a wind turbine and a connected energy storage device to
maximize the total energy output while keeping the time derivative (gradient)
of power delivered to the grid sufficiently small. Our approach in this paper
is to keep the natural control variables in the optimization problem which we
solve using a sequential convex programming method.

1.8.1 Organization of the summary report

The remainder of the summary report is constructed as follows. In Chapter 2, we
provide background, context, and motivation for the research objectives defined for
this project. The following two chapters give the control relevant dynamic models
used for controller design in our studies. In Chapter 3, we delve into the supermarket
refrigeration system and show dynamics, constraints, and objectives as well as a
linear simplification. Chapter 4 provides the necessary details of the models used
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for wind turbines and WPPs. We give sufficient details and parameters to allow
for reconstruction of most of our results. We give an overview of the work done on
economic MPC and discuss our choice of method in Chapter 5.

In Part II, we summarize the main contributions from this project. In Chapter 6,
we describe our price and temperature response functionality for the refrigeration
system. This chapter also deals with offering the flexible power consumption in re-
frigeration systems to the market for ancillary power services. Chapter 7 deals with
different means to robustifying the MPC against uncertainties in model parameters
and forecasts. In particular we consider so-called probabilistic constraints for linear
systems and a simpler back-off method for use with the more complex models. In
addition, we present very simple predictors that provide our controller with forecasts
based entirely on historical data. In Chapter 8, we describe the different optimization
methods that we have applied throughout this project. They range from standard
linear and quadratic solvers over a generic non-linear optimization tool to our tai-
lored SCP method. Finally, in Chapter 9, we demonstrate how economic MPC and
coordination with means of energy storage can ensure certain limits on the rate of
change for the power output from wind farms. In addition to fulfilling tight demands
in a cost optimal way, we demonstrate how the total power output from a WPP can
be maximized using sequential optimization. We give conclusions and perspectives
in Chapter 10.
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CHAPTER 2

Smart grids

This chapter outlines the challenges and new possibilities that are emerging for both
consumers and producers on the electricity grid. We briefly describe why the smart
grid is a very hot topic, we give our definition of the smart grid, and describe the
smart grid concept used in this work. Furthermore, we explain why wind power is
both a very popular source of renewable energy while causing rather large concerns
about stability and power balances. We also introduce the idea of flexible power con-
sumption and intelligent demand response. This is a key element of our investigations
in this thesis, as well as for the power grid in general.

2.1 Power grid operation

The current power grid has evolved into a very stable and reliable system with uptime
close to 100 % in most western countries. However, the global energy challenge for the
future is at least threefold; to satisfy the growing demands, secure sufficient energy
sources, and meet the challenges of climate changes and pollution.

The supply chain for electricity is significantly different from most other products in
terms of inventory and storage. There are limited possibilities for effective storage
of electricity and most options are intractable due to relatively high costs. Conse-
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Figure 2.1: The future smart grid is tomorrow’s green, flexible and intelligent power
system - a power system where the generation, transport and consump-
tion of power is linked intelligently.

quently, balancing the production and the consumption of electricity at all times is an
important task. With a dominance of conventional coal and gas fired power plants on
the grid, the balance responsible parties have become good at planning the operation
of these rather controllable production types and the security of supply is very high.
This paradigm of predicting the electricity consumption and planning the production
accordingly is, however, changing. For several reasons, goals have been set by many
governments to increase the penetration of renewable energy sources and to phase out
fossil fuels. Besides preparing us for a time where these conventional energy sources
are sparser and sparser, more renewable energy on the power grid helps us reduce
our CO5 emissions, limits the global warming effects, and makes us more indepen-
dent of oil and gas producing countries. A consequence of the greater penetration
of renewable energy is that we start to shut down conventional power plants. The
downside of this is that we lose a lot of the traditional flexibility and controllability
that we are relying on today. As the renewable power production, in most cases, is
subject to the vagary of the weather, there is a need for a new paradigm in which we
predict the power production (instead of the consumption) and control part of our
consumption to match accordingly.

In contrast to the current rather centralized power generation system, the electricity
grid will be a network of many independent power generators. The future intelligent
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power grid, that incorporates all these, is often referred to as the smart grid. The
Danish transmission system operator (TSO) give the following definition of smart
grids: “Intelligent electrical systems that can integrate the behavior and actions of all
connected users—those who produce, those who consume and those who do both—to
provide a sustainable, economical and reliable electricity supply, efficiently” | I
This definition is rather common, so we adopt it in our work. Figure 2.1 sketches
some of the energy sources and devices that are linked closely together in the future
electricity system. In a smart grid, the consumers will be able to interact with
the power system and generation through automated and intelligent control of their
electrical appliances. In this way, they can act as resources for the power system.

2.2 Renewable energy sources

Renewable energies such as wind, solar, tidal, and hydro power promise to be an
important source for the future power generation. They are safe, clean and plentiful
and unlike conventional fuels, renewable energies are permanently available in almost
every country in the world. Of the renewable technologies, wind power currently has
the potential to make the largest impact. In Denmark the political ambitions are to
increase the share of wind power to 50 % of the electricity consumption by 2020 and
to fully cover the energy supply by renewable energies in general in 2050 | |

The fluctuating nature of wind power introduces several challenges to reliable op-
eration of the power systems. During the first two decades of wind turbines being
connected to the public grid (1980-2000), a fairly strong grid was assumed and the
turbines and controls were simple. With the increasing wind power penetration today,
modern wind power plants (WPP) must be equipped with power electronics convert-
ers that are designed to fulfill increasingly demanding requirements (grid codes) to
power quality and reliability (see, e.g., [ , ]). This alone can, however,
not make the electricity sector capable of handling the massive amount of wind power
that is planned. As a consequence, the demand side of the grid is expected to play a
key role in this transformation.

Today, the electricity price is found in the market by auctions. These auctions make
the supply and demand curves intersect and the most expensive power source that
must be put in play to fulfill the demand, sets the price. This works today without any
elasticity in the consumption due to the elasticity in the production price. Different
producers such as wind, coal, gas, nuclear, etc. have different marginal prices on
production. But, as long as the wind turbines are installed and the wind is available,
the marginal cost of increasing the energy production from wind turbines, is basically
zero. Consequently, the elasticity on the production side will almost disappear with
a high wind penetration. Thus, to maintain stable electricity prices, elasticity on the
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Figure 2.2: Basic demand and supply curves decide the electricity prices. Source:
Danske Commodities

consumption side is required. Figure 2.2 illustrates the supply and demand curves
for the electricity market today.

2.3 Flexible power consumption

As we are installing a large number of wind turbines, there is a need for a more intel-
ligent and flexible energy system. Intelligent electricity meters and time-controlled
electricity-consuming appliances, including the millions of flexible electric devices that
consumers will have in future, are some of the means to make electricity consumption
more flexible. “Electricity consumption and generation in Denmark is set to change
significantly in the coming years. Electricity customers will demand new services as
they replace oil-fired burners with electric heat pumps and traditional petrol-powered
vehicles with electric vehicles and plug-in hybrid vehicles. The electricity sector should
be ready to provide these services with the same high level of delivery quality as today.
This should occur in a situation where electricity generation s increasingly derived
from renewable energy.” [DE10].

Energy storage technologies, which enable intelligent demand response, are being
explored throughout the world as a component of absorbing electricity in times of
excess production from wind turbines and for providing ancillary services to the power
system. The need for change dictated from the developments in the surrounding
socio-technical landscape create a new window of opportunity for making profit and
reducing costs. A new business of selling flexibility to the power grid arises as this
inevitably will be a service of increasing value. And as power prices are expected to
fluctuate much more, a new potential in shifting power consumption in time to reduce
costs and increase efficiency, appears. Meanwhile, technical research areas that enable
this kind of advanced control to be distributed to a large number of applications
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have come to a stage of maturity where they can be moved from laboratories to real
applications. Modern technologies such as computational power of low-cost processors
available to the broad industry, availability of low-cost sensors, high-quality prediction
methods, and advanced control techniques clear the way for these new features to be
implemented. Apart from the technology the lack of good business models is still an
obstacle for exploiting these flexibilities. Throughout this project, we have aimed at
showing the economical potential. The development of the enabling technology and
the necessary business models must, however, go hand in hand.

Several technologies, that are already in place today, possess a potential flexibility. If
these flexibilities are exploited intelligently and combined over several units they can
benefit the balancing of the power market to a great extent. Many systems have the
potential to deliver ancillary services to the grid while optimizing their own local costs
of operation. These applications include, but are not limited to, residential and office
heating and air-conditioning (see, e.g., [ , 1), plug-in electric vehicles
(e.g., | , |), some types of heavy industry | |, and commercial
refrigeration in, e.g., supermarkets and warehouses as we concentrate on in this thesis.
The majority of such applications can easily offer flexibility for fast ancillary services
that work on time scales of seconds to minutes and up to hours. For some applications,
day /night or other longer intraday load shifts might even be possible. However, non
of the typical demand response applications can uphold a certain regulating power
forever and, e.g., seasonal variations must be covered my other means (e.g., strong
transmission lines, pumped hydro power, bio gasification, etc.) The following section
gives a brief summary of the regulating power services used in Denmark today.

In this work, we assume that we have a forecast of the electricity price available. This
forecast can reflect the real spot price or be made up by some aggregator in order to
promote a certain demand response. How to create such signals is, however, a study
on its own which is outside the scope of this thesis.

2.3.1 Regulating power

Figure 2.3 shows the different types of regulating power services that are used the
balance the power grid today. In the event of frequency deviations, the primary
reserve regulation must ensure that the balance between production and consumption
is restored, stabilizing the frequency at close to, but deviating from 50 Hz. Primary
reserve regulation is automatic and provided by production or consumption units
which, by means of control equipment, respond to grid frequency deviations. It is
supplied at frequency deviations of between 20 and 200 mHz within 15-30 seconds.
It must be possible to maintain the regulation for a maximum of 15 minutes. The
secondary reserve serves two purposes. One is to release the primary reserve which
has been activated, i.e., restore the frequency to 50.00 Hz. The other purpose is
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Figure 2.3: Regulating power services in West Denmark.

to restore any imbalances caused by major operational disturbances that cannot be
handled by the primary reserves. Secondary reserve regulation is also automatic
and provided by production or consumption units. It must be possible to supply
the reserve requested within 15 minutes and maintain the regulation continuously.
Alternatively, continuous reserve can be supplied by a combination of units. The
manual reserve is used to restore system balance on the longer time scale. The
reserve is activated from the TSO’s control center by manually ordering upward
and downward regulation from the relevant suppliers, primarily production units.
Primary reserves get a payment for being available while other regulating services are
paid according to the actual amounts that are activated. In some of our studies, we
explicitly consider primary regulating power by letting the supermarket refrigeration
system prepare itself for automatic activation.



CHAPTER 3

Commercial Refrigeration

In this chapter, we describe the refrigeration process and the dynamic model of a
commercial multi-zone refrigeration system. Such systems can include supermarkets,
warehouses, or air-conditioning. We describe the thermodynamics, the constraints
of the system, and the function reflecting the economic cost of operating the plant.
In addition, we show how simplified linear models, that are suitable for conceptual
studies, can be derived. Section 3.8 give a full set of parameters for the model.

3.1 Models

The model presented in this chapter describes a system with multiple cold rooms in
which a certain temperature for the stored foodstuff has to be maintained | ]
We describe the temperature dynamics and the energy cost of the system using SI
units throughout. Energy flows and power consumption are in Watts, temperatures
are in degrees centigrade, pressures are in Pascal, enthalpies are in J/kg, and in-
stantaneous electricity prices are in EUR/W. This fixes the units of all quantities
used.

Figure 3.1 illustrates a refrigeration system with one cold storage room and one frost
room connected to the system. The refrigeration system utilizes a vapor compression
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cycle in which a refrigerant circulates in a closed loop consisting of a compressor, an
expansion valve and two heat exchangers, an evaporator in the cold storage room,
as well as a condenser/gas cooler located in the surroundings. When the refriger-
ant evaporates, it absorbs heat from the cold reservoir which is rejected to the hot
reservoir. According to the 2nd law of thermodynamics, the evaporation temperature
To(t) (of the refrigerant at the pressure P(t)) has to be lower than the temperature
in the cold reservoir Ty, (t) and the condensation temperature has to be higher than
the temperature at the hot reservoir T,(t), in order to sustain the heat transfer from
cold room to the surroundings. Low pressure refrigerant, with the pressure Pe(t),
from the outlet of the evaporator is compressed in the compressors to a high pressure
P,(t) at the inlet to the condenser to increase the saturation temperature. In these
expressions ¢ denotes time. To lighten notation, we will drop the time argument (¢)
in time-dependent functions in the sequel.

Usually, several cold storage rooms, e.g., display cases, connect to a common com-
pressor rack and condensing unit. Because of this, the individual display cases see
the same evaporation temperature, but each unit has its own inlet valve for indi-
vidual temperature control. Figure 3.2 shows a simplified diagram for a one-unit
refrigeration cycle.

3.2 Temperature dynamics in a cold room

We use a first principles model and describe the dynamics in the cold room by simple
energy balances. An energy balance for the temperature of the foodstuff Tt,oq(t)
yields the differential equation,

deood _

MfoodCp,food 7, — = Qfoodfaih
dt
where Qfood,air(t) is the energy flow from the air in the cold room to the foodstuff,
Miood 1 the (assumed constant) mass of food, and ¢;, fo0d is the constant specific heat
capacity of the food. The temperature of the air in the cold room T,;,(¢) satisfies the
differential equation,
dTy; . . .
maircp,airﬁ = Qload - Qfoodfair - Qe~

Q.(t) is the applied cooling capacity (energy absorbed in the evaporator), Qioad(t) is
the heat transfer from the surroundings to the air, m,;, is the constant mass of air in
the cold room, and cj, ,ir is the constant specific heat capacity of the air. We describe
the heat flows using Newton’s law of cooling,

Qfood—air = kfood—air (Tair - Tfood)a
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Figure 3.1: Schematic layout of basic refrigeration system.

Qload = k‘ambfcr(Tamb - Tair) + Qdist7

where kfood—air and kamb_cor are the constant overall heat transfer coefficient between
two media, Tamp (t) is the temperature of the ambient air which puts the heat load on
the refrigeration system, and Qaist (t) is a disturbance to the load (e.g., an injection
of heat into the cold room). The cooling capacity satisfies

Qe = kjevap(Tair - Te)7

where kevap is the heat transfer coefficient of the evaporator that varies with the
filling of the evaporator. The filling of the evaporator is manipulated by another
control system. This low level control loop ensures that the desired cooling capacity
Q. is obtained. The temperature dynamics are, with this choice of variables, entirely
linear. The continuous time 2nd-order state space description is given as

& = Ax + Bu + Ed,

with

Tair . Tamb

T = T y U= [ Qe ] ) d= 5 . )

food Qd1st

and
_ kfood—airtkamb—cr Kfood—air 1
A= MairCp,air MairCp,air B = MairCp, air
food —air _ food —air ’ 0 )
Mfood Cp,food Mfood Cp,food
kambfcr 1
E = MairCp,air  MairCp,air

0 0
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Figure 3.2: Simplified schematic for a supermarket refrigeration system with one
cold room.

The system matrix A has 2 real, distinct and negative eigenvalues A;, i = 1,2, and
the system has 2 time constants given by 7, = —1/X;. We give numerical values
of the time constants for three typical units in Section 3.8. We can take advantage
of this linear description of the system dynamics when designing both dedicated
optimization algorithms and methods for system identification.

3.3 Constraints

We would like the food temperatures to satisfy the inequalities
Tfood,min < Tfood < Tfood,mam

where Ttood,min and Tis0d,max are a given allowable range given for each of the indi-
vidual units. In addition, two constraints that cannot be violated are given by the
nature of the system,

0 S Qe S kevap,max(Tair - Te)a
0 < We < We maxs
where Kevap max 15 the constant overall heat transfer coefficient from the refrigerant

to the air when the evaporator is completely full and chmax is the constant limit on
maximum energy consumption in the compressors.
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3.4 Energy cost

The work done in the compressor, denoted We (t), dominates the power consumption
in the system. It can be expressed by the mass flow of refrigerant 7i,.¢(t) and the
change in energy content. We describe energy content by the enthalpy of the refriger-
ant at the inlet and at the outlet of the compressor (hic(t) and hoc(t), respectively).
These enthalpies are refrigerant-dependent functions of T, and P. = P.(T,) (T. is
outdoor temperature) as denoted in (3.1). They are computed using, e.g., the soft-
ware package REFEQNS | |, which models the thermodynamical properties of
different refrigerants, or by using data sheets for the refrigerant. Another compres-
sor sits between the frost evaporator and the suction side of the other compressors,
as seen in Figure 3.1. This compressor decreases the evaporation temperature for
the frost part of the system to a lower level. We can describe the work in the frost
compressor by identical equations but the pressure at its outlet is determined by the
evaporation temperature for the cooling part. The mass flow through the frost com-
pressor adds to the flow through the cooling compressors. We use the subscript F' to
denote variables related to the frost part. We describe W, as

mref (hoc(Te; PC) - hiC(TE))

WC = ;
niS(Pc/Pe)(l - nheat)

(3.1)

where the isentropic efficiency 75(¢) is a function mapping the pressure ratio over
the compressor into compression efficiency and 7neat is a constant heat loss (in per
cent) from the compressor. The mass flow is determined as the ratio between cooling
capacity and change of enthalpy over the evaporator (hee(t) — hie(t)):

> Qe
hoe(Te) - hie(Pc)

Zj QeFaj
hoe(Te ) - hie(PC)’
for i =1,...,# of refrigerated units and j = 1,...,# of frost units.

mref = + mrefF7

MrefF =

The efficiency function 75 can be found in several ways. We used data from first
principles thermodynamic calculations to fit a model of the form

1.5 3 ~15
mis(@) = 1 + cox + 3™ + cqa” + cza”

where c¢q, ..., c5 are constant parameters. We found this approximation to be accurate
within 1 %. Figure 3.3 shows 75 versus the pressure ratio o« = P./P,.

We describe the instantaneous energy cost of operating the system by multiplying
power consumption by the real-time electricity price pei(t). The energy cost C' over
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Figure 3.3: Isentropic efficiency of the compressor as a function of the pressure ratio
P./P,.

the period [T, Thinal] is
Ttinal . .
C= Del (Wc + WcF) dt.
To

Whereas the system dynamics can be described with linear relations, we found that
the nonlinearities in the cost of energy, especially due to the temperature dependent
efficiency of the work done in the compressor, are quite severe. Thus, for realistic
reflection of the cost reduction potentials, we must model these terms rather accu-
rately.

3.5 Control

Manipulated variables Our controller manipulates the cooling capacity Q. in
each zone and the evaporation temperatures T, and T,p. The latter two are common
for the entire refrigeration part and the entire frost part, respectively. In practice
this is achieved by setting the set-points for inner control loops which operate with
a high sample rate (compared to our control). This fast local control system allows
us to ignore the complex and highly nonlinear behavior in the gas-liquid mixture in
the evaporator.
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Measured variables The controller bases its decisions on measurements of air
and food temperatures in each unit, on the known current outdoor temperature and
electricity price, and on the predicted future values of the latter two. The heat
disturbances are unknown and regarded as stochastic variables.

3.6 Thermostat control

Today, most display cases and cold rooms are controlled by a thermostat. This
means that maximum cooling is applied when the cold room temperature reaches
an upper limit and shut off when the lower limit is reached. The advantage of this
control policy is that it is simple and robust. The disadvantages, however, include:
a high operating cost since the controller is completely unaware of system efficiency
and electricity prices, no capability of demand response, and no specific handling of
disturbances.

3.7 Linear simplification and model reduction

For the more conceptual studies in this thesis, we use a simplified linear model. We
lump the food and air temperatures into a common cold room temperature T¢.(t),
that satisfy the following energy balance

dTer
dt

mcy = Qload - Q67
with
Qload = kambfcr(Tamb - Tcr)a

Qe = kcr—e(Tcr - Te)-

The combined thermal mass for the cold room is denoted by mc,. The evaporation
temperature of the refrigerant T;, can be controlled by the compressor work and must
satisfy T, > T,. This is the only manipulable variable in this model. The constants
k denote the heat transfer coefficients. m and ¢, are the mass and the overall specific
heat capacity of the combined refrigerated goods and air. The power consumed
by the refrigeration system is due to the work performed by the compressors. We
use the linear relation: W, = Q.. 7 is the coefficient of performance that we for
simplification assume constant and independent of the temperatures. The constraints
are
Tcr,min S Tcr S Tcr,max

OSTcr_TeSOO
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In addition to these constraints, we enforce the evaporation temperature (7g) to be
between specified limits and to respect some rate of change constraints.

This model has entirely linear dynamics, constraints and cost function (the work in
the compressor) and can be used when formulations compatible with, e.g., linear
programming are desired. However, the model is quite simplified, especially the
assumption for W,. Still, the resulting dynamics are well suited for illustrating the
conceptual case.

3.8 A set of selected parameters

We have collected data from supermarkets actually in operation in Denmark and
from dedicated lab experiments (see Section 3.9 for further details). From these data,
typical parameters such as time constants, heat loads, temperature ranges, capacities,
and normal control policies have been estimated for three very different units; a milk
cold room, a vertical shelving display case and a frost storage room. These units differ
widely in load, mass of goods, and temperature demands. The refrigeration system
that we monitored uses CO2 as refrigerant. CO- is getting increasingly popular
for supermarket refrigeration since it is non-poisonous and non-flammable and since
several governments put restrictions on the usage of conventional HFC refrigerants.
We use calculations of the power consumption capable of handling both sub- and
super-critical operation of the CO4 system. Table 3.1 gives the key parameters for
the system. Table 3.2 shows examples of the different types of units, the total energy
storage potential for each unit, and their time constants according to the state space
description in Section 3.2. We note how the dominating time constant is much larger
than the other time constant in all cases.

3.9 Model verification

The model of the refrigeration system builds on first principles from thermodynamics

and on the advanced heat exchanger modeling described in e.g., [ ]. In the
latter, and in the reference therein the models have been verified with real commercial
components. We follow the definitions established in the literature, e.g., | | as

well. In Paper J, we demonstrate how to setup a dedicated experiment in a lab
environment to estimate the parameters in our model and to design an observer for
the food temperatures in the refrigeration system. Figure 3.4 shows the schematic
and a picture of the setup used. As we describe in the paper, we use a grey-box
identification method to estimate the parameters. We use separate data sets for
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UNIT 1: MILK COOLER

MfoodCp,food 550.0 kJ/K
MajrCp,air 80.0 kJ/K
Kamb—cr 80 W/K
kfood—air 45.0 W/K
Kevap.max 135.0 W/K
Tfood,min 1.0 °C
Tfood,max 40 °C
UNIT 2: VERTICAL DISPLAY

MfoodCp,food 395 kJ/K
MairCp.air 100.0 kJ/K
Kamb—cr 11.0 W/K
Kfood—air 80.0 W/K
Eevap,max 170.0 W/K
Tfood,min 2.0 °C
Tfood,max 3.0 °C
UNIT 3: FROST ROOM

MfoodCp,food 775 kJ/K
MajrCp,air 50.0 kJ/K
Kamb—cr 23 W/K
kfood—air 19.0 W/K
kevap,max 88-0 W/K
Tfood,min -22.0 °C
Tfood,max -18.0 °C
CoMMON

C1 0.844

C2 -0.014

c3 -0.003

cy4 8.97e-06

Ccs -0.547

o 20.0 °C
Temmin 120 °C
TeF,min -35.0 °C
Compressor heat 1oss (Nheat) 15 %

Table 3.1: Key parameters for the refrigeration system with three selected units.



32 Commercial Refrigeration

UNIT 1: MILK COOLER

T = 04h
To = 25 h
Ajjfoodf'ntotalCp,total = 1890 kJ

71=025h
T2 = 13 h
AT’foodTntotalcp,total =495 kJ

UNIT 3: FROST ROOM

T = 06 h
75 =110 h
AT’food"ntotalcp,total = 3300 kJ

Table 3.2: Examples of different units, their time constants in hours, and the total
amount of energy stored when the temperature is changed from Tto0d,max

to Tfood,min-
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(a) Refrigerated display case with indications of energy flows, (b) The experiment setup in the lab.
measurements and defined control volumes for air tempera-
tures.

Figure 3.4: Dedicated experiment for estimation of key parameters.

training and for test of the fitted model. Figure 3.5 shows the validation set resulting
in a very good fit with the experimental data and thus, validating the structure
of the model. We use the Matlab function idnlgrey which implements numerical
optimization to minimize a weighted norm of the prediction error—the difference
between the measured output and the predicted output of the model. The method
uses a model of the system as a set of first-order nonlinear differential equations:

dx(t)
dt

= F(t,z(t),u(t), ©),

y(t) = H(t,x(t), u(t), ©),

where F' and H are arbitrary linear or nonlinear functions (as given for the system
in Paper J), ¢ is the time, z, u, and y are the state vector, the input vector, and the
output vector, respectively, and © is a vector of parameters to be estimated. The
data set includes a time series of measured values for the input and output vectors
and the estimation becomes more accurate for larger numbers of data samples.

In addition, we use extensive data sets monitored from supermarkets in real opera-
tion to adjust our model to fit different types and sizes of units. All this serve the
purpose of ensuring that the dynamics, energy losses, and energy storage potentials
are reflected correctly in the model that we use for our studies. To the best of our
knowledge, this is the case for the advanced model presented in the previous sections,
whereas the linear simplification of the power consumption is entirely conceptual, as
already described. Figure 3.5 shows a data set from the validation of our model and
in Figure 3.6, we show an example from a supermarket in operation.
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Figure 3.5: Model verification. The dashed lines show the measurements and the
red solid lines show the estimated values from our model. The data are
from a dedicated experiment with sensors at the surface and in the core
of some simulated foodstuff.
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Figure 3.6: Data series showing the air temperature (°C) in a refrigerated unit from

a supermarket in operation vs. the hour. Note the change in load from
night to daytime when the store opens around 8 o’clock.
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Food item p-Cp-V | ESP, 15 min | ESP, 2 hours | ESP, 12 hours
50-g ham 121 11 75 NA
500-g ground beef, frozen 850 76 486 NA
1-kg solid meat, frozen 1,729 167 1,034 NA
Fresh egg 183 25 128 NA
Whole chicken, frozen 5,928 414 2.881 NA
500-g ground beef 1,569 79 513 1,397
T-L cow’s milk 3,017 157 1,124 3,408
1-kg vegetables, frost 1,494 356 1,267 NA
2-L fruit juice 7,710 163 2,544 6,862
T00-L milk in rack 400,876 4,009 20,044 88,193

Table 3.3: Energy storage potential (ESP) for different foodstuffs, sorted by Biot
number, given for three different timescales. Energies are in J/K and
the p- Cp -V column gives the maximum storage potential.

3.10 Active thermal mass in foodstuffs

Depending on the timescale, the energy storage potential is not directly given by
the thermal mass (total mass times the specific heat capacity) in a refrigerated unit.
Since only fractions of the stored mass might be affected by the changes in surround-
ing temperature, we propose to introduce the term “active thermal mass”. The active
thermal mass is the part of the total energy storage potential in a specific item that
can be utilized when temperature changes of given durations are applied. Hence, it
depends on item size, properties such as thermal conduction and surface heat trans-
fer, and on the timescale (frequency) of the temperature changes. The relevance of
applying load shifting strategies on different timescales depends on the active thermal
mass for the specific foodstuffs. In Paper J, we present an analysis regarding this
for different typical food items and we generalize the analysis using the two proper-
ties Biot and Fourier number. The analysis reveal a large variation among different
foodstuffs and different ways of packing the items. As reproduced in Table 3.3, we
find that most food items can be used for load shifting of up to 2 h duration and
a few even up to 12 h, but with very different degrees of utilization with respect to
the maximum potential for the items. Consequently, we would recommend to make
the thermal mass mo0dCp food depend on the frequency of intended energy storage in
future studies.

3.11 Challenges

A refrigeration system is influenced by a number of disturbances which we can predict
(with some uncertainty) over a time horizon into the future. Cooling is the primary
purpose of refrigeration systems and the main challenge is to guarantee an unaltered
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quality of cooling and food safety when changing the control strategy. Some dis-
turbances, like customers who remove goods, are difficult to predict accurately and
consequently safety margins on the temperatures must be maintained. Another chal-
lenge is the vast variety of refrigeration systems installed, making it a hard task to
come up with generic models suitable for off-the-shelf usage in model based control
schemes of such systems. Even though we do not deal with this topic explicitly in this
thesis, we would expect some kind of online adaptability of the models to accompany
our control techniques in practical applications.



CHAPTER 4

Wind Power

In this chapter, we provide sufficient background and model details needed to un-
derstand the parts of this thesis that deal with control of wind turbines and wind
power plants/farms. We use very generic models that are mostly developed and ver-
ified by others and made publicly available. For this reason, we will refrain from
reproducing all the details in this chapter. Instead, we give an overview, describe our
simplifications and assumptions, and state the relevant references.

4.1 Models

4.1.1 Wind turbine

For individual turbines, we use the NREL 5MW wind turbine model for simulations.
The model and all parameters are openly available and are described in detail in,
e.g., | , |. For studies concerning control of single turbines and for
reflecting the inertia in the rotational motion of the turbines, we use a representation
of the model in the controller which is a slightly simplified version as described here.
Table 4.1 provide the key parameters and Figure 4.2 show the power coefficient table
for the NREL 5MW model. Figure 4.1 illustrates a simple mechanical structure of a
wind turbine.
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Figure 4.1: The mechanical structure of a simplified wind turbine.

We model the turbine, transmission, and generator as a single rotational system,
with generator speed wg(t) in rad/s, and rotor speed w;(t) = wg(t)/N in rad/s. N
is the gear ratio of the transmission. We let J, and J, denote the inertias of the
generator and rotor, respectively, and we let J = J, + J;/N? denote the equivalent
inertia at the generator shaft. Neglecting losses and shaft torsion (as opposed to,
e.g., [HHP12, MPN12]), the dynamics is given by

Jiog(t) = To(t)/N — T, (0), (4.1)

where T,(t) is the generator (back) torque and Ty(t) is the rotor torque from the
wind, in Nm. The generator speed and torque must lie within given bounds:

Wg min < wg(t) < Wg max
0 < Ty(t) < Ty max-

Tg,min < Tg(t) < Tg,max~

The rotor torque 7;(t) is a function of rotor speed w,(t), wind speed v(t) (in m/s),
and the blade pitch angle, denoted 8(t) (by convention in degrees). The blade pitch
angle must satisfy

Bmin < B(t) < ﬁmaw

The rotor with radius R, extracts the mechanical power from the wind, denoted P,
1
Py (t) = we(t)T:(t) = §pACp(v(t),wr(t),ﬂ(t))v(t)?’,

where p is the air density, A = mR? is the swept rotor area, and Cp is the coefficient
of power. The coefficient of power is a function of wind speed, rotor speed, and blade
pitch, typically given by a lookup table, found from aerodynamic simulations or tests.
Figure 4.2 shows the Cp-table for the model we use. The generator produces power
P,(t), given by

Py(t) = ngTy(t)we(?),
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Figure 4.2: Coefficient of power Cp. The peak power coefficient is 0.482.

where n, € [0, 1] is the generator efficiency. This power is constrained by
Pmin S Pg(t) S Prateda

where Prateq 18 the rated power of the generator.

4.1.2 Simple energy storage

We include a very simple model that illustrates some kind of energy storage that can
be connected to a wind farm. We let Q(¢) denote the state-of-charge of the energy
storage device, in J. With a small charge and discharge loss, the dynamics of Q(t) is

Q(t) = Peng(t) — Moss | Peng ()] 5

where Pe,g(t) is the charge rate, in W. (Negative Pung(t) means decharging.) nioss €
[0,1] is the loss in per cent. Charge rate and state-of-charge are limited by

Pchg7min S Pchg(t) S Pg(t)’

and

0 < Q(t) < Qmax-
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NREL 5MW WIND TURBINE MODEL

Rated power Piated 5 MW
Generator inertia Jy 35,444,067 kg -m?
Generator efficiency N 944 %
Generator rated speed Wg rated 123  rad/s
Max. generator torque Tg max 47,403 Nm
Rotor inertia Jg 534 kg -m?
Rotor radius R 63 m
Gear ratio N 97

Min. blade pltCh Bmin 0o °

Max. blade pltCh Bmax 90 °
Cut-In, Rated, Cut-Out wind speed v 3,11.4,25 m/s

Table 4.1: Key parameters for the NREL 5MW model used for individual turbines
in this thesis.

Finally, the power supplied to the grid is

Pgrid<t) = Pg(t) - Pchg(t)-

4.1.3 Wind farms

Practical considerations and perhaps more importantly, the desire to reduce the cost
of wind energy, favor the formation of a large number of wind turbines in wind farms,
or wind power plants (WPP), as opposed to production in single wind turbines located
far from each other | |. Due to the common power output to the grid, which is
shared by all the turbines in the WPP, and due to the mutual coupling of the turbines
through the wind fields flowing in between them, a park controller that distributes
the set-points to the individual turbines is added. A detailed model of a wind farm is
very complicated since it includes the fluid dynamics of the turbulent wind fields that
propagate through the farm, how the wind fields are affected by the behavior of each
single turbine, as well as by the texture of the surface of the ground. For this reason,
several simplified models that aim at capturing only the features that are important
for control, exist in the literature, e.g., | ]. In our studies, we use a quasi-static
wind farm flow model developed in | | for simulation. It specifies in real time
the wind speed plus the tower bending moment, the blade bending moment, the rotor
shaft torque and the aerodynamic power of each turbine in a wind farm as a function
of ambient wind speed, wind direction, turbulence intensity and power set-points to
each turbine. The farm model has been validated against real measurement data from
ECNs Wind turbine Test site Wieringermeer (EWTW) | | and implemented in
Matlab in [ ]. Figure 4.3 illustrates the structure of the model. The wind farm
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consists of turbines using the NREL 5MW model. As the farm model is entirely work
that has been done by others and as it has been documented elsewhere, we choose
not to go into details with it here.

In the controller design, we use the same model, but treat it as a black-box, i.e.,
one that can be used to evaluate the outputs (e.g., local wind speeds, local power
production, local wind deficits, etc.) for any given values of the parameters (such
as ambient wind speed and direction, power set-points, etc.). We do not attempt
to implement analytic expressions that are related to first-principles models of the
plant, in any way. The farm model has the following basic input /output interface for
a farm with n turbines

[P7 V7DyzaddaMt’Mb7MS} = ffarm('UO;UOaF)SvI7y)~

The capital letters {P,V, D, ¥,44, My, My, My} denote n-length vectors that for each
turbine in the farm give the produced power, local wind speed, wind deficit, added
turbulence (velocity standard deviation), bending moment for the tower, bending
moment for the blades, and bending moment for the shaft in the drive train. The
inputs are ambient wind speed (vg), ambient turbulence (velocity standard deviation)
(00), an n-length vector with power set-points (Ps), and two n-length vectors with
the coordinates (topology) of the turbines (x,y). In addition, we have,

[Pi, dia Oadd;, Mty Mb; » msi] = fturbine(vi; O34y Ps; )7

for a single turbine, using local wind speed, v;, local turbulence, o;, and power set-
point, ps,, as inputs, where ¢ is the turbine number. The outputs are identical to
the outputs from the farm model but with only a single quantity each, related to the
specific turbine in question. Thus, fiubine describes the local variables for a turbine
without including interactions in the farm while ft,,,, includes these and work on the
farm level.

upstream wind speed

turbine wake turbine wake
upstream turbulence model model model model etc
Tl T1-T2 T2 T2-T3
upstream wind direction
D— y

g

3
[[separation distances T1 and T2 [(separalion distances T2 and T3
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[ coordinates T1, T2, ... ,Tn

cluster
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L

Figure 4.3: Block diagram of the wind farm model | ]
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For representing the turbine interactions in our controller, we have introduced a
simple linear relationship. We can describe the local wind speed at each turbine
as the ambient wind speed minus a linear combination of the deficits (wind speed
reduction in m/s directly after a turbine, d;) caused by all other turbines, with the
coefficients depending on mutual distance and the relative angle to the wind direction.
Likewise, turbulence levels (velocity variance, o2) at each turbine are the sum of the
ambient turbulence (velocity variance, 03) and a linear combination of the turbulence
added by all other turbines (02;,,)- ¢ € 1,2...,n is the turbine number in a farm
consisting of n turbines. From the farm model, we estimate two coupling matrices,
W4 and Wy, such that,

V1 dy
V2 do
= Vg — Wd R 5
Un, dn
2 2
01 Oadd,1
2
o o
2 add,2
2 )
= O'O + Wt .
2 2
On Oadd,n

We use an /1-norm sparsifying regularizer to emphasize the strong relations in the
couplings and to promote sparse matrices.

The turbines are not able to produce power from wind speeds below a certain level.
However, it might not be optimal on the farm level to downgrade upwind turbines in
order to leave enough wind speed to keep all turbines in the row spinning. Turning
off one or more of the turbines can be a better solution, and we introduce binary
variables, {u;}? ; such that the power in each turbine is constrained by

Pminui S i S Pratedui~

In addition, the power is constrained by the available power in the wind py,,, which
we find by maximizing fiurbine Over the power set-point.

As illustrated in the two previous sections, it is possible to consider the control of
a single turbine without including the interaction in the wind field. However, the
wind farm controller can be combined with the single turbine MPC that we present
in this thesis. This would include the effect of the wind field. In this case the optimal
set-points would impose upper limits on power constraints for each turbine.
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4.1.4 Control

The goal of the controller for the simplified turbine model is to choose the generator
torque T,(t) and the blade pitch angle 5(¢) (and the charge rate Pug(t) if storage
is included), subject to the constraints described. The objective is to maximize the
power output and obey rate-of-change constraints on the power delivered to the grid.
In our studies, we compare the results with a nominal controller that has the sole
objective of extracting as much power from the wind as possible at any time instant.
There is no storage attached to the nominal controller as the goal is to send all the
available power directly to the grid.

Traditionally, the rotor speed of modern wind turbines is controlled for tracking the
tip-speed ratio (TSR(t) = Rw,(t)/v(t)) such that maximum power is extracted. This
is done according to the table in Figure 4.2 while obeying constraints on the maximum
rotational speed. However, due to the inertia of the rotating masses in the turbine,
there is a potential for improving the quality of the power output by actively letting
the rotor speed deviate from the optimal setting. This might of course come at a cost
of slightly reduced power output. In, e.g., | , | turbine inertia is used
for frequency response and power oscillation damping.

For our wind farm study, the goal is to compute the optimal distribution of power
set-points to the individual turbines so that the total power output is maximized for
a given wind speed and direction. We compare the optimal power set-points with a
local “greedy” controller that aims at maximizing the power production in each single
turbine with no knowledge of the interactions in the farm.

4.2 Challenges

We have several objectives to consider for the wind turbines. The first is the total

energy E over the period,
T

FE = Pyriq (t) dt,
0

which we want to maximize. For the WPP, P,,iq is the sum of power over the number
of turbines. Secondly, we can add a penalty (which we wish to minimize) for violating
a target maximum value of power rate of change, G (in W/s):

T
Rpon = /0 (Baia()] — G dt,

where (b)1 = max(b,0).



44 Wind Power

For the wind farm optimization we only focus on combined power output, i.e., max-
imization of the sum P, over the vector P

n
Piotal = E Di-
i=1

The optimizer manipulates the vector P, with power set-points ps for each turbine.

Contrary to the refrigeration systems, the model parameters for the individual wind
turbines are pretty accurately known. However, the models describing the wind fields
and the interaction between the turbines in the farm are quite simplified. Like the
refrigeration systems, wind turbines are affected by disturbances, primarily the wind.
Even though wind prediction methods have improved a lot the forecasts are still
somewhat uncertain and it can be a challenge to obey the constraints on, e.g., load,
speed, and power output.



CHAPTER 5

Economic Model Predictive
Control

In this chapter, we motivate the choice of economic model predictive control as our
preferred control strategy throughout the thesis. Furthermore, we introduce our
general formulation of the economic model predictive control problem.

5.1 Choice of methods

In the control challenges, we have described in the previous sections concerning both
refrigeration systems and the selected aspects of wind power, several similarities exist.
The systems are constrained by physical/mechanical limitations as well as limits im-
posed by different desires to control performance such as upholding certain cold room
temperatures or obeying power ramp rates defined in the grid codes. In addition, the
control problems are multivariate with several independent and dependent variables
that are hard (or impossible) to separate into single-input-single-output control loops.
MPC has gained a lot of popularity in the process industry due to its natural and
explicit handling of multivariable constrained optimal control problems. Besides its
capability to handle constrained control problems, another reason for choosing MPC
is its ability to easily incorporate predictions and forecasts from, e.g., weather ser-
vices, electricity markets, power balance responsible parties, etc. For the applications



46 Economic Model Predictive Control

Planning and Scheduling

| A

1 [
Steady State
Optimization

Model Update

Validation Reconciliation

] A

1 |

Controller

Plant

Figure 5.1: Two layer structure: The steady-state layer optimizes steady state
model and passes optimal set-points to the dynamic layer. The con-
troller in the dynamic layer tracks the set-points using, e.g., a linear
MPC. Source: [ I

we consider in this project, we do not aim at tracking certain set-points or trajecto-
ries but merely at minimizing an economic cost, or likewise maximizing the profit,
related to operating the system. Economic optimizing MPC provides a straightfor-
ward and natural framework for formulating economic objectives for the controller
that are directly related to the real costs and are easy to understand. Often, MPC
is used to regulate a system to a steady-state. But for the energy systems that we
consider, a steady-state is not existing, or it is at best periodic over the day, week,
or year. A traditional least-squares approach, that regulates the system towards a
defined trajectory, can of course be combined with an economic optimizing strategy.
In this case, the economic objectives would be used to compute an optimal trajectory
offline while the goal of the tracking controller (e.g., an LQG controller) would be
to follow the trajectory. This setup is illustrated in Figure 5.1. By implementing
economic MPC with the economic objectives explicitly in the dynamic layer, and
without a precalculated steady-state target, we allow the system to exploit potential
economic improvement opportunities that arise during the operation. We can regard
this as a way of increasing the frequency of calculating the optimal steady-states.
This formulation also has an advantage when we include the stochastic elements of
the system. As the open-loop optimization might not be optimal in the presence of
uncertainty, a more frequent computation of the optimization problem can be supe-
rior. Consequently, the two layer structure in Figure 5.1 is merged into only one layer
in our formulations.
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5.2 Performance vs. complexity

The best choice of method is often a balance between performance and complexity.
The increase in performance must motivate the increase in complexity. As MPC is
traditionally considered an advanced control method that may require online solution
of optimization problems, we aim at simplifying our models and implementations to
avoid unnecessary complexity. Thereby, we demonstrate the feasibility for industrial
implementations. Complexity can be in terms of both modeling, implementation and
computational effort. With our natural constraints and objectives directly inspired
from the physics of the systems, our efficient optimization routine for nonconvex
problems, and with the disposal of today’s computing power and tools for embed-
ded optimization codes, we remove important barriers for applying MPC. Figure 5.2
schematically illustrates the trade-off between complexity and performance of a con-
trol method. When we replace the rather simple control strategies, that are currently
implemented in the industrial applications, with a more complicated method such
as MPC, we expect to improve the performance of the system up to at least some
significant level. The challenge is to achieve this while keeping the complexity on
a tractable level. For economic MPC, control performance is primarily in terms of
cost of operation as well as constraint satisfaction. In this work, we prove that the
expected potential for increased performance exists, and we demonstrate that the
complexity induced by our methods can be reduced to render implementation on
industrial applications feasible.

Target Performance

Q:d
o]
% .............. *b?c
E" Culfrent
Complexity

Figure 5.2: Performance vs. complexity going from the current control scheme
to MPC to specialized MPC. Goal: Minimize complexity for a given
performance. Source: [ ]
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5.3 Deterministic and stochastic systems

The explicit use of a system model in MPC is an obvious advantage. However, due
to the lack of exact knowledge of system parameters and/or unmodeled high order
dynamics, the system model can also introduce uncertainty into the solution. Several
means for robustifying the MPC formulations exist in the literature and in this thesis
we will apply a couple of these—a rather advanced probabilistic formulation of the
constraints, and a simpler method introducing safety margins to the limits. Both,
utilize the property that the constraints related to a desired performance in MPC
generally, do not have to be fulfilled at all times. In the implementations, we mostly
base the control design on deterministic systems. We assume that the separation
principle applies and use the certainty equivalence for designing our deterministic
controllers (see, e.g., | ])- We do not consider the design of observers, e.g., a
Kalman filter, in this thesis, although such state estimators would normally be part
of the feedback loop in a real application. We handle the stochasticity in a heuristic
manner, and obtain robustness by tuning. Furthermore, we must remember that
feedback (or recourse) resolves a lot and the optimization problem solved in each
MPC step is nothing but a heuristic for computing a good control. The quality of
closed-loop control with MPC is generally good even without accurate knowledge.
Figure 5.3 exemplifies that the reduced risk in robust methods typically comes at the
price of a lower expected profit compared to a non-robust strategy, e.g. a certainty
equivalent strategy. However, the induced cost from severe violations (e.g., damaged
foodstuffs, break down of equipment, and power imbalance penalties) in our appli-
cations, necessitate some trade-off to be made. In spite of this, we expect that the
introduction of our advanced control strategies can reduce the variance on the system
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Figure 5.3: Sketch of the distribution of the profit for two strategies. A robust
strategy has lower variance and typically also lower mean value than
non-robust strategies such as a certainty equivalent strategy.
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outputs sufficiently to allow for operation closer to the constraints.

5.4 FEconomic MPC formulation

As in traditional MPC, the economic MPC controller is implemented in a receding
horizon manner, where an optimization problem over N time steps (the control and
prediction horizon) is solved at each step. The result is an optimal input sequence for

the entire horizon, out of which only the first step is implemented [ , |
The term economic MPC indicates that the objective has no relation to stabilization
of tracking problems, which are predominant in the MPC literature | ]. “Stan-

dard” MPC, adopts a stage cost that need not be directly related to the economic
cost incurred during plant operation. This cost is conveniently chosen to be minimal
at the desired set-point [ , ]. Figure 5.4 illustrates the receding horizon
principle for the standard MPC. However, | , | states that the objective
in the synthesis of a control structure is to translate the economic objectives into
process control objectives. This is explicitly implemented in economic MPC where
the cost incurred for plant operation is used directly as a stage cost in the MPC
optimization.

In recent literature | , |, steady-state stability and performance of eco-
nomic MPC schemes have attracted much attention, e.g., by means of suitable Lya-
punov techniques. In our formulations of economic MPC, we do not consider steady-
states or target set-points, since such are not natural for the energy systems we
consider. For instance, our controller for the supermarket refrigeration systems aims
at minimizing the electricity cost of operation. This cost relates to the energy con-
sumption but we do not aim specifically at minimizing this, nor do we focus on
tracking certain temperatures in the cold rooms as long as they stay within certain
ranges. In addition, we do not deal specifically with stability issues as we use rather
long prediction and control horizons to overcome this in all our formulations. Also,
e.g., | | shows how generalization of conditions from standard stabilizing MPC
without terminal constraints can ensure convergence towards the optimal state and
approximately optimal transient behavior.

For our formulation of economic MPC, we use discrete time, constrained systems in
the form

Tpy1 = f(@r, up, di),
h(fﬂk, Uk, dk) S Oa
where x describes the dynamical states of the system, u is the manipulable inputs

and d is a (predictable) disturbance, with k£ € {0,1,..., N}. In general, the system
dynamics f(zk, uk, dy) and/or the set of constraints h(z, uk, d) can be eit