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Preface

This thesis was prepared at the Department of Applied Mathematics and Computer
Science (DTU Compute, formerly known as DTU Informatics) at the Technical Uni-
versity of Denmark with assistance from DTU Elektro and IPU Technology Devel-
opment, in partial ful�llment of the requirements for acquiring the PhD degree in
engineering. The project was funded jointly by Vestas Wind Systems A/S, Danfoss
A/S, and the Danish Agency for Science, Technology and Innovation�Ministry of
Science, Innovation, and Higher Education of Denmark, under the Industrial PhD
program, project 10-078007.

The thesis deals with control methods for �exible and e�cient power consumption in
commercial refrigeration systems that possess thermal storage capabilities, and for
facilitation of more environmental sustainable power production technologies such as
wind power. We apply economic model predictive control as the overriding control
strategy and present novel studies on suitable modeling and problem formulations
for the industrial applications, means to handle uncertainty in the control problems,
and dedicated optimization routines to solve the problems involved. Along the way,
we present careful numerical simulations with simple case studies as well as validated
models in realistic scenarios.

The thesis consists of a summary report and a collection of 13 research papers written
during the period Marts 2010 to February 2013. Four are published in international
peer-reviewed scienti�c journals and 9 are published at international peer-reviewed
scienti�c conferences.

Kgs. Lyngby, February 2013

Tobias Gybel Hovgaard
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Summary (in English)

In this thesis, we consider the control of two di�erent industrial applications that be-
long at either end of the electricity grid; a power consumer in the form of a commercial
refrigeration system, and wind turbines for power production. Our primary studies
deal with economic model predictive control of a commercial multi-zone refrigeration
system, consisting of several cooling units that share a common compressor, and is
used to cool multiple areas or rooms, e.g., in supermarkets. Substantial amounts of
energy are consumed in refrigeration systems worldwide and there is a strong motiva-
tion for introducing more energy e�cient as well as cost reducing control techniques.
At the same time, the power grid is evolving from a centralized system with rather
controllable production in the conventional power plants to a much more decentralized
network of many independent power generators and a large penetration of renewable,
fossil-free energy sources such as solar and wind power. To facilitate such intermit-
tent power producers, we must not only control the production of electricity, but also
the consumption, in an e�cient and �exible manner. By enabling the use of thermal
energy storage in supermarkets, we open up for �exible power consumption schemes
with the possibility of reducing operational costs and we develop and demonstrate
prototype control technology that creates completely new business opportunities for
selling regulating power to the grid. Moreover, this enables a larger penetration of
wind energy in the power production and increases the potential market size for wind
power generators and other renewable energy sources. Thus, we aim at promoting
the use of environmentally sustainable power production technologies while creating
new business opportunities for both power consumers and producers of renewable
energy.

The second application, wind turbines, takes us to the production side of the power
grid. The key concern here is to improve the quality and integrability of power
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delivered to the grid from large parks of wind turbines. Our goal is to reduce the
�uctuating nature of the power output and to meet tightened demands from the grid
by enabling a more intelligent control at both the individual turbine level, at the park
controller level, and in cooperation with �exible power consumers or other means of
energy storage. The possible interaction and synergies of the two applications are
obvious reasons to consider both in this thesis, and as we will see, the similarities in
our formulations of the di�erent control problems allow us to apply almost identical
techniques despite the lack of immediate similarity.

For control of the commercial refrigeration application as well as the wind turbine ap-
plication, we propose an economic optimizing model predictive controller, economic
MPC. MPC is a feedback control technique that is characterized by its explicit han-
dling of constrained control problems in which a model is used to predict the future
behavior of a system along with forecasts of future disturbances. At each time step
the values of the control inputs are computed by solving an open-loop �nite time
optimal control problem over a de�ned prediction horizon. Only the �rst step in
this optimal open-loop sequence is implemented as a control command. Feedback is
obtained by solving the open-loop problem repeatedly, in a receding horizon fashion,
as new predictions become available.

Our investigations are primarily concerned with: 1) modeling of the applications
to suit the chosen control framework; 2) formulating the MPC controller laws to
overcome challenges introduced by the industrial applications, and de�ning economic
objectives that re�ect the real physics of the systems as well as our control objectives;
3) solving the involved, non-trivial optimization problems e�ciently in real-time; 4)
demonstrating the feasibility and potential of the proposed methods by extensive
simulation and comparison with existing control methods and evaluation of data
from systems in actual operation.

We present contributions on:

• Economic MPC for commercial refrigeration systems, including

� Linear economic MPC formulations that utilize the �exibility in refrig-
eration systems to counteract �uctuations in the balance between power
consumption and production.

� Economic MPC with probabilistic constraints, ensuring a robust perfor-
mance and constraint satisfaction in spite of inaccurate system models and
forecasts.

� Nonlinear economic MPC, re�ecting the nonconvexity in the realistic de-
scription of temperature dependent e�ciencies in the refrigeration cycle.

� Nonlinear economic MPC with uncertain predictions and the implemen-
tation of very simple predictors that use entirely historical data of, e.g.,
electricity prices and outdoor temperatures.
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• Economic MPC for wind turbines, including

� Optimal steady-state calculation for wind farms.

� Nonlinear economic MPC for individual turbines.

� Change of variables and convex formulations of economic MPC for indi-
vidual turbines.

• Tractable optimization methods for the MPC problems, including

� Sequential convex programming (SCP) for speci�c nonconvex problems
originating from our studies of commercial refrigeration as well as from
our studies concerning wind power.

� Successful demonstration of the SCP approach on three di�erent problems�
the commercial refrigeration system with linear dynamics and constraints
and a nonconvex objective, the individual wind turbine with nonlinear dy-
namics and constraints, and the static optimization of the wind farm with
a black-box model.

The major contribution is the formulation of these problems and the demonstrations
to show that the SCP method can be used for their solution.

We demonstrate, i.a., substantial cost savings, on the order of 30 %, compared to
a standard thermostat-based supermarket refrigeration system and show how our
methods exhibit sophisticated demand response to real-time variations in electricity
prices. Violations of the temperature ranges can be kept at a very low frequency of
occurence inspite of the presence of uncertainty. For the power output from wind
turbines, ramp rates, as low a 3 % of the rated power per minute, can be e�ectively
ensured with the use of energy storage and we show how the active use of rotor inertia
as an additional energy storage can reduce the needed storage capacity by up to 30 %
without reducing the power output.
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Resumé (in Danish)

I denne afhandling beskriver vi regulering og styring af to forskellige industrielle app-
likationer, der be�nder sig i hver sin ende af elnettet; en elforbruger i form af et kom-
mercielt køleanlæg, og vindmøller til elproduktion. Vores hovedstudier fokuserer på
økonomisk modelprædiktiv regulering af et kommercielt multizonekøleanlæg bestående
af �ere kølenheder forbundet til en fælles kompressor, som har det formål at ned-
køle adskillige rum eller områder, f.eks. i et supermarked. Betydelige mængder
energi bliver brugt af køleanlæg verden over, og der er derfor et stærk incitament for
at introducere mere energie�ektive og omkostningsreducerende reguleringsteknikker.
Samtidig undergår elnettet en forandring fra et centralt system med en relativt reg-
ulerbar produktion i de konventionelle kraftværker til et langt mere decentraliseret
netværk af uafhængige energiproducerende enheder, hvor en stærkt stigende andel
af elektriciteten kommer fra vedvarende, fossilfrie energikilder såsom sol og vinen-
ergi. For at muliggøre integrationen af store mængder af disse mere uregelmæssige
elproducenter, er det ikke længere tilstrækkeligt (eller muligt) kun at styre elproduk-
tionen, og vi må i langt højere grad også styre elforbruget til at være både e�ektivt
og �eksibelt. Ved at muliggøre brugen af termisk energilagring i supermarkeder vil
vi åbne muligheder for et �eksibelt elforbug, som kan reducere driftsomkostningerne
for køleanlægget, og vi udvikler og demonstrerer prototype-reguleringsteknologier,
som skaber helt nye forretningsmuligheder, hvor �eksibiliteten kan sælges til elnet-
tet som regulerende e�ekt. Denne �eksibilitet åbner desuden for, at vindenergi kan
dække en endnu større del af elproduktionen, og udvider derved markedspotentialet
for vindmøller og andre vedvarende energikilder. Med vores arbejde sigter vi altså
mod at facilitere brugen af miljømæssigt bæredygtige metoder til energiproduktion
og samtidig skabe nye forretningsmuligheder for både elforbrugere og producenter af
vedvarende energi.
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Vores sekundære fokus i denne afhandling, vindenergi, bringer os til produktionssiden
af elnettet. Formålet er her at forbedre kvaliteten og integrerbarheden af strøm leveret
til elnettet fra store vindmølleparker. Målet med dette studie er at reducere den �uk-
tuerende natur, som typisk præger vindmøllegenereret strøm, og dermed leve op til
strengere krav for tilslutning til elnettet. Dette kan opnås ved at introducere en mere
intelligent reguleringsstrategi både i den enkelte vindmølle, på parkstyringsniveau og i
samarbejdet med �eksible elforbrugere eller andre typer energilagring. Denne mulige
interaktion og synergi mellem de to systemer, som vi betragter i dette projekt, er i
sig selv en grund til, at vi inkluderer begge sider af sagen, og som vi skal se, kan de
forskellige reguleringsproblemer formuleres med så store ligheder, at vi kan anvende
stort set identiske metoder til at løse dem på trods af den umiddelbare mangel på
sammenfald.

Vi foreslår en økonomisk optimerende modelprædiktiv regulator (kendt som economic
model predictive control eller blot, economic MPC) til at håndtere reguleringen
af såvel køle- som vindmølleapplikationen. MPC er en feedback-reguleringsteknik,
som er karakteriseret ved dens eksplicitte håndtering af styring til dynamiske syste-
mer med begrænsninger (constraints), hvortil en model, der kan forudsige systemets
fremtidige opførsel, benyttes sammen med forudsigelser af fremtidige forstyrrelser.
Til hvert tidsskridt beregnes reguleringsvariablene ved at løse et optimalt regu-
leringsproblem over en given horisont. Resultatet af dette er en optimal åben-
sløjfesekvens af reguleringsvariable, hvoraf kun det første skridt implementeres. Feed-
back bliver implementeret ved at løse open-sløjfe problemet igen og igen i en rullende
horisont-facon, i takt med at nye forudsigelser bliver tilgængelige.

Vores undersøgelser fokuserer primært på: 1) modellering af de virkelige systemer
så de er kompatible med den valgte reguleringsarkitektur, 2) formulering af MPC-
reguleringslove, som løser de særlige udfordringer der, følger med de industrielle app-
likationer og fastlæggelse af økonomiske mål, således at disse afspejler både fysikken
bag systemerne såvel som vores de�nerede reguleringsformål, 3) e�ektiv realtids-
beregning af de implicerede, ikke-trivielle optimeringsproblemer, og 4) demonstration
af gennemførligheden og potentialet ved vores foreslåede metoder gennem udførlige
simuleringer og sammenligninger med de eksisterende reguleringsmetoder samt data
fra systemer i drift.

Vi præsenterer vores bidrag på følgende områder:

• Økonomisk MPC til kommercielle køleanlæg, herunder

� Lineære økonomisk optimerende MPC-formuleringer der udnytter �ek-
sibiliteten i køleanlæg til at modvirke ubalancer mellem elforbrug og -
produktion.

� Økonomisk MPC med probabilistiske begrænsninger, der sikrer robust
ydelse og robust overholdelse af begrænsningerne på trods af upræcise
systemmodeller og forudsigelser.
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� Ulineær økonomisk MPC, der afspejler de ikke-konvekse elementer i de
temperaturafhængige e�ektiviteter i køleprocessen.

� Ulineær økonomisk MPC med usikre forudsigelser samt implementeringer
af simple prædiktionsmetoder, som udelukkende baseres på historiske data
af fx. elpriser og udendørstemperaturer.

• Økonomisk MPC til vindmøller, herunder

� Beregning af optimale statiske driftspunkter for vindmølleparker.

� Ulineær økonomisk MPC for individuelle møller.

� Skift af variable og konvekse formuleringer af økonomisk MPC for indi-
viduelle møller.

• Implementerbare optimeringsmetoder for MPC-problemerne, herunder

� Sekventiel konveks programmering (SCP) for de speci�kke ikke-konvekse
problemer, der opstår i vores studier af kommercielle køleanlæg såvel som
i vores studier af vindenergi.

� Succesfuld demonstration af SCP-tilgangen på tre forskellige problemer�
det kommercielle kølesystem med lineær dynamik og begrænsninger, men
med en ikke-konveks objektfunktion, den individuelle vindmølle med ulineær
dynamik, begrænsninger, og objektfunktion, og den statiske optimering af
vindmølleparkdriftspunkter, hvor kun en �black-box�-model er tilgængelig.

Vores hovedbidrag er formuleringen af disse reguleringsproblemer samt demonstra-
tioner, der viser hvordan vores SCP-metode kan bruges til løsning af disse.

Vi demonstrerer bl.a. betydelige omkostningsbesparelser i størrelsesordenen 30 %,
sammenlignet med standard termostatstyrede supermarkedskøleanlæg og viser desu-
den, hvordan vores metode udviser so�stikeret priselastisk forbrug overfor realtids
variationer i elpriserne. På trods af usikkerheder i systemet kan overskridelser af
temperaturgrænserne begrænses til meget lave forekomstrater. For vindmøller kan
e�ektændringer i strømmen e�ektivt begrænses til 3 % af møllens nominelle e�ekt
pr. minut, når vi udnytter tilknyttet energilagring, og vi demonstrerer, hvordan
den nødvendige lagerkapacitet kan reduceres med op til 30 % uden at reducere den
producerede mængde energi ved en aktiv udnyttelse af rotorens inerti som ekstra
energilager.
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Chapter 1

Introduction

In this chapter, we put the project into a context by describing the trends and chal-
lenges from the global electricity systems that motivate our work. We give numbers
and �gures to illustrate the need for new solutions to control of power consumers
and producers and explain why, e.g., supermarket refrigeration systems can play an
important role in the future power system. We brie�y motivate our choice of method
and give references to related work. In addition, we describe the objective of this
research project along with our hypotheses and a short summary of both academic
as well as industrial contributions from our work. Finally, we give the outline for the
remainder of this thesis.

1.1 Global energy challenges

As a remedy for meeting the global energy challenges of satisfying growing demands,
securing su�cient energy sources, and reducing climate changes, an increasing amount
of electricity from fairly intermittent energy sources, such as solar and wind is in-
stalled and more is planned for the coming years. With this large penetration of
renewable energy, we must not only control the production, but also the consump-
tion of electricity, in an e�cient, �exible and proactive manner. Various types of
power consumers possess capacities that can be used to shift the load in time if ex-
ploited intelligently in the control system. Such applications include refrigeration,
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heating, electrical vehicles, and some industrial processes, to mention a few. We
elaborate more on this in Chapter 2.

1.2 Commercial refrigeration

Supermarket refrigeration consumes considerable amounts of energy worldwide. In
Denmark around 4500 supermarkets consume more than 600,000 MWh annually.
This corresponds to approximately 2 % of the entire electricity consumption in the
country. The goods in the refrigerated units make up a large capacity in which en-
ergy can be stored in the form of �coldness�. However, the hysteresis control policy
most commonly used today does not exploit this. In this thesis, we succesfully in-
vestigate how a large potential for energy and cost reductions exists, if the system
load is distributed inteligently over time in a more cost-optimal way. In addition,
this �exibility can render the refrigeration system a �exible power consumer. Such
�exibility will be an essential feature in a future smart power grid. An average U.S.
supermarket consumes in total around 56 kWh/ft2 of electricity per year, but as il-
lustrated in Figure 1.1(b), some supermarkets are signi�cantly more energy intensive
than this. Typically 43% goes to refrigeration. With an average supermarket size
around 4000 m2 (43,000 ft2) and electricity prices for industrial consumption around
0.127 USD/kWh (average for USA in 2012) the annual average cost for refrigeration
is USD 131,500 per supermarket. In Denmark, supermarkets are generally smaller,
and this number is around USD 30,000. Thus, if we can save 30% on the costs related
to refrigeration, an average supermarket saves almost USD 40,000 yearly, or 13% of
the total electricity bill. Because the pro�t margins of supermarkets are so thin, on
the order of 1 percent, the U.S. Environmental Protection Agency (EPA) estimates
that USD 1 in energy savings is equivalent to increasing sales in the supermarket by
USD 59. For a major chain, improvements that cut energy costs by 13 percent could
yield tens of millions of dollars in added pro�t [Ene08].

1.3 Wind energy

In Denmark around 30 % of the electricity consumption is produced by wind power
as of today. Wind power plants (WPP) consist of many individual wind turbines
that share a common power output to the grid and are placed in the close vicinity
of each other. Wind power plants seem to be the most promising renewable source
of electricity today, and their share of the total electricity production is expected to
increase notably. Dedicated rule sets (grid codes) regulate the connection of WPPs to
transmission and distribution levels of the power grid, mainly concerning, e.g., power
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labels for 10 of its stores in Maine in 2007 by implementing upgrades and increasing energy 
awareness among staff; its annual energy savings is approximately $452,000. Hannaford is able 
to use ENERGY STAR’s rating system not only to earn public accolades but also to compare 
its stores’ performance to that of similar stores nationwide and to track performance within the 
company’s portfolio over time.

11.2	 Energy Use Profiles

When planning a retrofit strategy, consider a supermarket’s largest energy loads. Refrigeration 
is usually the largest electricity load in a supermarket, and space heating is by far the largest 
natural gas use (see Figure 11.1). 

Energy intensity in supermarkets varies widely and is correlated to gross square footage, quan-
tity of refrigeration, and number of workers, although other variables, such as total weekly 
operating hours and the presence of an on-site kitchen or cooking area, can affect it as well. 
Energy intensity in supermarkets ranges from less than 136,000 Btu/ft2 to over 278,000 Btu/ft2 
(Figure 11.2, page 4). Given this wide range and skewed distribution, it can be misleading to 
assess a supermarket facility’s performance by looking only at its average energy intensity. 

The EPA’s national energy-performance rating system is designed to provide a meaningful 
benchmark for supermarkets. The rating system is accessible online as part of the EPA’s free 
Portfolio Manager tool (www.energystar.gov/benchmark). It evaluates a supermarket’s energy 
intensity, normalizing for weather and operating characteristics. The rating is expressed as 
a score on a scale of 1 to 100, signifying the percentile of performance. Supermarkets that 
achieve a rating of 75 or higher are performing in the top quartile and may be eligible to earn 

Figure 11.1: Electric and natural gas end-use profile for supermarkets 

Most of the electricity consumed by supermarkets is used for refrigeration, and space heating typ-
ically represents the largest use of natural gas. Each facility’s energy profile is different, however, so 
this chart is not representative of all supermarket buildings. Supermarket electricity use will vary 
depending on a store’s gross square footage and total weekly operating hours, and supermarkets 
with on-site cooking facilities might see higher levels of gas consumption for cooking. 

Courtesy: E SOURCE; from Commercial Building 
Energy Consumption Survey, 1999 data
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the ENERGY STAR label. The rating serves as a standard of comparison against other super-
markets and provides a way to measure progress after upgrades are implemented. 

All upgrade projects should begin by establishing a benchmark rating. Ranking stores by their 
ENERGY STAR performance ratings can help an organization to identify its best- and worst-
performing supermarket facilities. Although any supermarket may benefit from retrocom-
missioning, operational improvements, and retrofits, it is usually most cost-effective to begin 
upgrade efforts with low-scoring facilities.

For more information, visit ENERGY STAR for Retail at www.energystar.gov/retail; many of 
the success stories and press releases cover supermarket examples. For a listing of supermarkets 
that have earned the ENERGY STAR, visit www.energystar.gov/index.cfm?fuseaction=labeled_
buildings.showBuildingResults&building_type_id=352&s_code=ALL&profiles=0&also_
search_id=NONE. 

11.3	 Technical Recommendations

Although building systems in supermarkets vary, some common reasons for initiating upgrades 
of energy-related systems are

■	 Malfunctions and shortened lifetime of equipment due to improper maintenance and 
operations, such as excessive cycling of refrigeration compressors due to incorrect refriger-
ant charge;

■	 Poor equipment function due to incorrect settings, particularly if settings for refrigerated 
display cases are altered when the cases are upgraded or moved;

■	 Changes to interior spaces that have not been accompanied by corresponding changes to 
heating, cooling, and lighting systems and control regimes;

Figure 11.2: Distribution of energy intensity in supermarkets 

The median supermarket uses approximately 190,000 Btu per square foot (ft2) from all energy 
sources. However, many supermarkets are significantly more energy intensive than that.

Courtesy: E SOURCE; from Commercial Building
Energy Consumption Survey, 1999 data
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Figure 1.1: Supermarket energy consumption in the U.S. Source: [Ene08].
1000 Btu ≈ 293 W

controllability and power quality. One of the regulation functions required is a power
gradient constraint that limits the maximum rate-of-change of non-commanded vari-
ations in the power output from the WPP to the grid. We e�ectively demonstrate
that our techniques for facilitating �exible power consumption in, e.g., refrigeration
systems, can play a major role in coordination with the control of WPPs. Conse-
quently, the need for adding expensive storage technologies, in order to live up to
tightened grid codes, can be reduced. Hereby, we improve the integrability of wind
power in the grid, by reducing its �uctuating nature. As we can achieve this without
degrading the power production, we succeed in increasing the potential market size
for wind power. Figure 1.2 illustrates the �uctuating nature of wind power. This
�uctuating behaviour makes it a challenge to integrate large amounts of wind energy
on the power grid.

1.4 Model predictive control

During the last 30 years, model predictive control (MPC) for constrained systems
has emerged as one of the most successful methodologies for control of industrial
processes [GPM89, BM99, QB03]. Traditionally, MPC is designed using objective
functions penalizing deviations from a given set-point. MPC based on economic
performance functions that directly address minimization of the operational costs
is an emerging methodology known as economic optimizing MPC [RA09, DAR11,
AAR12, RAB12, Grü13]. Economic MPC addresses the concerns of controlling a
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Figure 1.2: Wind power �uctuations in Denmark. Source: Dong Energy
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system in�uenced by a number of disturbances which we can predict (with some
uncertainty) over a time horizon into the future, obeying certain constraints, while
minimizing the cost of operation. We provide novel formulations and prove that
this scheme is well suited and can be adapted to tackle our control problems, i.e.,
�exible power consumption for commercial refrigeration systems, and reduced power
gradients for wind turbines. Textbooks and publications with good introductions to
MPC include, e.g., [CB99, ML99, RM09, Mac02].

1.5 Thesis objective

This thesis addresses applications of economic MPC algorithms to enable cost e�cient
and �exible control of commercial refrigeration systems. Our objectives are to add
value to commercial refrigeration and to facilitate more wind energy on the power
grid, by developing new functionalities. We do this by investigating control strategies
that both minimize the local cost of ownership of, e.g., a supermarket refrigeration
system, and at the same time prepare the application to play an important role
as a �exible power consumer in the future power grid with increased penetration
of intermittent renewable energy sources. In addition, we take a small step to the
production side of the power grid by investigating how similar control strategies and
the synergies of co-controlling �exible power consumers can improve the integrability
of wind power on the grid.

In the project the primary objective was to exploit load shedding in refrigeration sys-
tems using economic MPC to obtain a cost e�cient operation. Our hypothesis is that
it is possible to develop an optimizing control scheme that schedules the operation of
a multi-zone refrigeration system according to weather, price, and load pro�les such
that an overall energy and cost e�cient operation is obtained without violating the
requirements to the cooling quality. This would be achieved by utilizing the possibility
for storing energy as thermal energy in the refrigeration system. Furthermore, we
expect that this will considerably lower the operational cost compared to current con-
trol solutions, as well as enable �exible power consumption to bene�t the power grid.
Subsidiary, our objective is to coordinate the control of large WPPs and the interac-
tion with energy storage consisting of �exible power consumers. We do this within
the framework of economic MPC. Our hypothesis is that an optimal control scheme
that takes predicted wind speed into account can be developed to control a group of
wind turbines such that the power output to the grid obey tightened demands to power
quality at the lowest possible cost. This is achieved by utilizing the rotational inertia
in the individual turbines as well as by co-control of �exible consumers, directly or
through, e.g., price signals.
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1.6 State of the art

In this section, we provide an overview of the state of the art and give some references
to important literature in the di�erent �elds that we will addresses in this thesis. The
collection of papers, written during the project, is included in full in Part III of this
thesis. As each paper contains the literature studies and references relevant to the
speci�c paper, the reference list in this chapter is not exhaustive, and we refer the
reader to those given in the papers as well.

1.6.1 Refrigeration and demand response

We present a novel formulation of economic MPC for the control of a commercial
refrigeration system. The goal is to minimize the cost of energy and to allow the
system to o�er �exibility in terms of demand response to the power grid. Previous
and concurrent works have dealt with similar topics and e.g., [CSGSH11, AHP12] re-
view the use of thermal energy storage and the expected importance of MPC in such
demand response schemes. Di�erent means of utilizing demand response in a smart
grid setting have been investigated in an increasing number of publications, e.g.,
[AEG+10, HHS10, SG11, MGKFGL11], for other kinds of applications with a built-
in capability for energy storage such as plug-in electric vehicles and heat pumps. The
demand response in relation to price elasticity is described in [Kir03], and [PSF12]
analyzed di�erent demand side management strategies. For facilitation of wind gen-
erated electricity by price optimized thermal storage, works like e.g., [FFC+11] exist.
MPC is increasingly being considered to control both refrigeration and power systems,
see, e.g., [LGT06, LTR07, SCLdP08, SDE08, ER08, EBJ11, BD11], and the use of
load shifting capabilities to reduce total energy consumption have been applied in,
e.g., [VH01, BW09, OPJ+10a]. Predictive control and optimization for energy cost
reductions in vapor compression cycles have been investigated for building temper-
ature regulation too. [MQSX12] considered time of use pricing in that context and
[OPJ+10b, MBH+12, MKDB12] all used weather predictions to optimize the energy
e�ciency.

1.6.2 Wind energy and power quality

We demonstrate how model predictive control using forecasts of the wind speed can
improve the quality of power delivered from wind turbines to the grid. Our study
utilizes rotor inertia and energy storage to ensure su�ciently low rates of change
on the power output. Other works considered the means of grid support in wind
turbines too, e.g., [KNJ+11, Tar12] where turbine inertia was used for frequency
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response and power oscillation damping. In, e.g., [KH06, BS07, SSD+12, BST+13] the
bene�ts, economics, and challenges of using di�erent means of storage, i.e., batteries,
hydrogen, �ywheels etc., in combination with wind power were investigated and in,
e.g., [STR11] a Lithium-iron-phosphate battery was used to achieve power forecast
improvement and output power gradient reduction for wind power. Optimization of
the wind farm control level is a topic of increasing interest, too. In, e.g., [HSIB06,
PJ09, SJB11, MMR11, SWK12] di�erent control aspects of the wind park controller,
such as power maximization, load reduction, wind �eld and turbulence modeling, and
active/reactive power control for the power grid connection, are considered.

1.6.3 Economic MPC

In many applications, the classical approach to achieving overall economic objectives,
is to divide the planning and the control into two layers. The �rst layer performs a
steady-state economic optimization of the plant's variables and sends set-points to
the second layer. Typically, MPC in the second layer serves the purpose of guid-
ing the plant's transient state to the set-point, rejecting dynamic disturbances that
enter the system. While the classical approach has shown great versatility and has
seen widespread application, there are an increasing number of problems for which dy-
namic economic performance is crucial and the hierarchical separation of economic
analysis and control is either ine�cient or inappropriate [RAB12]. The idea of op-
timizing dynamic economic performance directly is not new. In�nite horizon control
problems with unbounded costs were �rst considered in the �eld of economics in the
1920s [CHL91]. Theoretical analysis of economic model predictive control for contin-
uous processes began with stability proofs based on convexity for linear systems and
convex objectives in, e.g., [RA09]. Average asymptotic cost guarantees and average
constraints were demonstrated in. e.g., [AR10] and Lyapunov-based stability proofs
for nonconvex systems were provided in [DAR11, ARA11, AAR12]. An analysis of
performance in the absence of any terminal constraints or penalties is presented in,
e.g., [Grü13]. Economic MPC has been applied to a growing variety of continu-
ous processes and is increasingly being considered to control both refrigeration and
power systems [SCLdP08, EBJ11, BD11]. Recently, economic MPC has been applied
to power management on a smart grid, too (see, e.g., [HGL12, HPMJ12, MQSX12]
and the papers in Part III).

1.6.4 Optimization algorithms

This thesis also addresses a tailored optimization routine that allows our proposed
MPC controller to conduct the computations su�ciently fast for real-time imple-
mentation. The need for computationally e�cient optimization in MPC applied to
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systems with either fast sampling or limited computational resources is a major re-
search topic. In [DBS+02] a direct multiple shooting method was presented, capable
of solving an nonlinear MPC (NMPC) problem with 42 di�erential states and 122
algebraic states over 20 control intervals in 10 s and in [WB10] a quadratic MPC
problem with 12 states, 3 controls, and a horizon of 30 intervals was solved in 5 ms
using warm-starting. Another approach to real-time MPC is the explicit methods as
reported in, e.g., [ZJM08] where the technique was used in combination with online
optimization for solving QPs under restrictions on the computational time. [GJT07]
gives an extension to explicit NMPC. However, it was reported that it is troublesome
to ensure stability if the problem is nonconvex, and in addition, the explicit methods
are not suitable for larger problems due to extremely large state-spaces. Approaches
to parallel implementation of MPC algorithms for real-time execution were shown in,
e.g., [JCKL11] where a problem with 32 states, 16 inputs and 10 control intervals
was solved in 344 ms on an FPGA. For further reviews of numerical methods for
solution of real-time optimal control problems in NMPC see, e.g., [DFH09]. A wide
range of algorithms for numerical optimization exists in the literature. These include,
methods for linear or quadratic programs, e.g., state-elimination, Riccati-iterations,
�rst-order methods, active-set, and interior-point algorithms, as well as extended LQ,
and explicit formulations [BMDP02, Jør05, NW06]. Other methods address nonlinear
optimization, e.g., single-shooting, multiple-shooting, and simultaneous algorithms
[Bie07, BBB+01, DFH09, ZB09]. For the interested reader, we refer to the literature,
i.a., the references given here. Optimization routines that include embedded convex
optimization have recently become more available to non-experts by the introduc-
tion of the automatic code generators such as FORCES [Dom12, DZZ+12], FiOrdOs
[Ull11], or CVXGEN [MB12]. In this work, we use the latter of these alternatives to
produce super fast customized solvers.

1.7 Thesis contributions

As this project is accomplished in close collaboration between the two companies
(Vestas and Danfoss) and the universities (primarily the Technical University of Den-
mark, and for some sub-projects, Stanford University), our contributions and value
creation are relevant to both industry and academia, of course with di�erent signif-
icance depending on the speci�c outcomes. The vision is that: by enabling the use
of energy storage in supermarkets, we open up the possibility of reducing operational
costs and create completely new business opportunities for selling regulating power
to the grid. Moreover, this enables a larger penetration of wind energy in the power
production and increases the potential market size for wind turbine generators and
other renewable energy sources. Thus, we aim at promoting the use of environmental
sustainable power production technologies while creating new business opportunities.
The industrial contributions from this project are primarily:
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• A novel control scheme based on economic MPC for control of a supermarket
refrigeration system.

• Transferring and adaption of modern control technologies (economic MPC)
from academia and other �elds of the industry to solve speci�c and evolving
needs identi�ed for both power consumers and power producers in the electricity
grid (e.g., energy e�ciency, cost reductions, �exibility, power quality).

• Demonstration by simulation of the applicability of our methods for industrial
applications (with their challenges, e.g., uncertainty, vast variety of systems,
limited computational power).

• Reduction of the computational complexity, rendering it possible to implement
the methods on an industrial hardware platform.

• Proving the potential of the proposed methods, by evaluating realistic and ver-
i�ed models and inputs for simulation of real scenarios (e.g., savings calculated
from real supermarket data, temperatures, and electricity prices).

• Demonstration of economic MPC combined with novel computation approaches
to be a top candidate methodology for handling current and future smart grid
challenges.

Several of these are naturally overlapping with contributions to the academic com-
munity and have been published in several control speci�c, peer-reviewed journals
and conferences (see papers [A]-[M]). Our main research contributions to academia
have a common thread in terms of formulating, modeling, and rephrasing theoretic
results and methods to the extend where they can be applied to control of real-life
problems:

• We develop novel algorithms combining fast MPC with economic MPC and
demonstrate this novel approach on a commercial refrigeration system and for
the control of a wind turbine.

• We formulate and adapt the methodology of probabilistic constraints for eco-
nomic MPC of dynamic systems with uncertain model parameters.

• We successfully provide new formulations of the objective function which re�ect
economic costs related to operating the systems, while explicitly including a
type of ancillary services known as primary regulating power. We formulate
this non-standard MPC problem such that a generic non-linear optimization
tool can be applied.

• We show novel tailored optimization methods capable of solving the non-linear
and non-convex problems involved. One method is a simple add-hoc solu-
tion separating the problem over the variables and our second method is a
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more meticulous sequential convex programming (SCP) approach. The latter
is tested extensively for performance and robustness and is proven to be well
suited for implementation on industrial hardware.

• We demonstrate a non-trivial change of variables for one of the wind turbine
control problems, allowing us to solve this problem super fast and e�cient.

We address these substantial industrial and academic contributions throughout parts II�
III of this thesis, providing both a summary report and a number of reviewed papers
that we have published throughout the project period.

1.8 Thesis outline

The thesis is divided into three parts. The �rst two parts compose a summary report
which is meant to give a coherent overview of the main results and contributions of the
thesis. We provide motivating background information on the problems dealt with
and their context. The third part comprises 13 research papers prepared during the
project period. The contents of each paper are summarized brie�y in the following:

Paper A was published in the international journal, Energy in 2012. The paper
presents studies on economic model predictive control of a supermarket refrig-
eration system for both cost e�cient operation and for o�ering �exible power
consumption as a service to the power grid. We use a generic nonlinear opti-
mization tool to solve the nonconvex problems. In addition, robustifying means
in terms of chance-constraints are introduced.

Paper B was published in the Canadian Journal of Chemical Engineering in 2012.
The paper describes a model of the supermarket refrigeration system which is
su�ciently simple for optimization while preserving a very accurate description
of the power consumption. Furthermore, we present an optimization routine
which overcomes the nonconvex objective function by splitting the problem in
the independent variables. We compare the solution with the solution from a
generic optimization tool.

Paper C was published in the International Journal of Control in 2013. In the
paper, we extend our previous studies on price and load responsive control of a
supermarket refrigeration system. We use a very realistic system model, which
we have veri�ed with dedicated experiments and data from supermarkets in
actual operation and we use historic data for electricity spot prices, and outdoor
temperatures for a selected location in Denmark. We implement very simple
predictors, and we allow for uncertain heat loads a�ecting the system. A main
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focus of this paper is application of an e�cient, dedicated, sequential convex
programming method that allows for real-time implementation, even with little
computational power available.

Paper D is to appear in the international journalWind Energy in 2013. We consider
the operation of a wind turbine and a connected energy storage device. The
controller takes varying wind speed into account and has the goal of maximizing
the total energy generated while respecting limits on the time derivative (gradi-
ent) of power delivered to the grid. We use the turbine inertia as an additional
energy storage device and we show that by a novel change of variables we can
transform the problem from a nonlinear one, to one with linear dynamics and
convex constraints. Thus, the problem can be solved for its global optimum
with very e�cient methods.

Paper E was presented at the 49th IEEE Conference on Decision and Control in
2010. The paper describes our investigations on economic model predictive
control for a small portfolio of controllable power producers together with a large
cold storage (a power consumer). The system is approximated with a linear
model and the economic MPC is a linear program (LP). An exogenous signal
from all non-controllable producers (e.g., wind power) and consumers a�ect
the system and we utilize the refrigeration system's �exibility to counteract
�uctuations.

Paper F was presented at the 21st European Symposium on Computer Aided Process
Engineering in 2011. In the paper we describe further development on the
case study in the previous paper and introduce the initial studies on chance-
constraints to deal with uncertainties in forecasted disturbances.

Paper G was presented at the 4th International Symposium on Advanced Control
of Industrial Processes in 2011. The paper describes our work on building a
suitable dynamic model of the refrigeration system. We introduce a nonconvex
objective function in order to provide a realistic description of the power con-
sumption function and show two approaches to solve the resulting optimization
problem.

Paper H was presented at the 50th IEEE Conference on Decision and Control and
European Control Conference in 2011. It presents our robust formulation of lin-
ear economic model predictive control. We use chance-constraints reformulated
as second-order cone constraints to deal with the uncertainty in both forecasted
disturbances and in the system models. A �nite impulse response model with
uncertain coe�cients describes the system in order to make it compatible with
the robust formulation.

Paper I was presented at the 50th IEEE Conference on Decision and Control and
European Control Conference in 2011. The paper describes our results with a
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generic nonlinear optimization code for price and temperature optimized op-
eration of the refrigeration systems. We give details on the reformulation of
the objective function. This objective function is formulated such that the con-
troller enables the refrigeration system to participate in the regulating power
market by o�ering the �exible power consumption as an ancillary service.

Paper J was presented at the IEEE International Conference on Control Applica-
tions (CCA), part of 2012 IEEE Multi-Conference on Systems and Control in
2012. In the paper, we present our dedicated experiments to identify key pa-
rameters for use in the refrigeration system model and we show how observers
for the unknown food temperatures can be constructed. The second part of
the paper introduces the term �active thermal mass� which is a measure of the
amount of thermal storage potential that can be utilized in a speci�c food-
stu� on a speci�c timescale. We present both a generic analysis and details for
selected typical foodstu�s.

Paper K was presented at the 4th IFAC Nonlinear Model Predictive Control Con-
ference in 2012. The main focus of the paper is the application and algorithmic
details of the sequential convex optimization methods that was developed as a
part of the work that was also published in paper C.

Paper L was presented at the 10th European Workshop on Advanced Control and
Diagnosis in 2012. In the paper, we consider optimization of power set-points
to a large park of wind turbines that in�uence each other through the wind �eld.
The presented approach uses a sequential optimization method, similar to the
one introduced in some of our previous papers, to deal with challenges such as
black-box models of the system, integer variables, and nonlinear dynamics.

Paper M was presented at the European Control Conference 2013. Like in paper D,
the goal is to operate a wind turbine and a connected energy storage device to
maximize the total energy output while keeping the time derivative (gradient)
of power delivered to the grid su�ciently small. Our approach in this paper
is to keep the natural control variables in the optimization problem which we
solve using a sequential convex programming method.

1.8.1 Organization of the summary report

The remainder of the summary report is constructed as follows. In Chapter 2, we
provide background, context, and motivation for the research objectives de�ned for
this project. The following two chapters give the control relevant dynamic models
used for controller design in our studies. In Chapter 3, we delve into the supermarket
refrigeration system and show dynamics, constraints, and objectives as well as a
linear simpli�cation. Chapter 4 provides the necessary details of the models used
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for wind turbines and WPPs. We give su�cient details and parameters to allow
for reconstruction of most of our results. We give an overview of the work done on
economic MPC and discuss our choice of method in Chapter 5.

In Part II, we summarize the main contributions from this project. In Chapter 6,
we describe our price and temperature response functionality for the refrigeration
system. This chapter also deals with o�ering the �exible power consumption in re-
frigeration systems to the market for ancillary power services. Chapter 7 deals with
di�erent means to robustifying the MPC against uncertainties in model parameters
and forecasts. In particular we consider so-called probabilistic constraints for linear
systems and a simpler back-o� method for use with the more complex models. In
addition, we present very simple predictors that provide our controller with forecasts
based entirely on historical data. In Chapter 8, we describe the di�erent optimization
methods that we have applied throughout this project. They range from standard
linear and quadratic solvers over a generic non-linear optimization tool to our tai-
lored SCP method. Finally, in Chapter 9, we demonstrate how economic MPC and
coordination with means of energy storage can ensure certain limits on the rate of
change for the power output from wind farms. In addition to ful�lling tight demands
in a cost optimal way, we demonstrate how the total power output from a WPP can
be maximized using sequential optimization. We give conclusions and perspectives
in Chapter 10.
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Chapter 2

Smart grids

This chapter outlines the challenges and new possibilities that are emerging for both
consumers and producers on the electricity grid. We brie�y describe why the smart
grid is a very hot topic, we give our de�nition of the smart grid, and describe the
smart grid concept used in this work. Furthermore, we explain why wind power is
both a very popular source of renewable energy while causing rather large concerns
about stability and power balances. We also introduce the idea of �exible power con-
sumption and intelligent demand response. This is a key element of our investigations
in this thesis, as well as for the power grid in general.

2.1 Power grid operation

The current power grid has evolved into a very stable and reliable system with uptime
close to 100 % in most western countries. However, the global energy challenge for the
future is at least threefold; to satisfy the growing demands, secure su�cient energy
sources, and meet the challenges of climate changes and pollution.

The supply chain for electricity is signi�cantly di�erent from most other products in
terms of inventory and storage. There are limited possibilities for e�ective storage
of electricity and most options are intractable due to relatively high costs. Conse-
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Figure 2.1: The future smart grid is tomorrow's green, �exible and intelligent power
system - a power system where the generation, transport and consump-
tion of power is linked intelligently.

quently, balancing the production and the consumption of electricity at all times is an
important task. With a dominance of conventional coal and gas �red power plants on
the grid, the balance responsible parties have become good at planning the operation
of these rather controllable production types and the security of supply is very high.
This paradigm of predicting the electricity consumption and planning the production
accordingly is, however, changing. For several reasons, goals have been set by many
governments to increase the penetration of renewable energy sources and to phase out
fossil fuels. Besides preparing us for a time where these conventional energy sources
are sparser and sparser, more renewable energy on the power grid helps us reduce
our CO2 emissions, limits the global warming e�ects, and makes us more indepen-
dent of oil and gas producing countries. A consequence of the greater penetration
of renewable energy is that we start to shut down conventional power plants. The
downside of this is that we lose a lot of the traditional �exibility and controllability
that we are relying on today. As the renewable power production, in most cases, is
subject to the vagary of the weather, there is a need for a new paradigm in which we
predict the power production (instead of the consumption) and control part of our
consumption to match accordingly.

In contrast to the current rather centralized power generation system, the electricity
grid will be a network of many independent power generators. The future intelligent
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power grid, that incorporates all these, is often referred to as the smart grid. The
Danish transmission system operator (TSO) give the following de�nition of smart
grids: �Intelligent electrical systems that can integrate the behavior and actions of all
connected users�those who produce, those who consume and those who do both�to
provide a sustainable, economical and reliable electricity supply, e�ciently� [Ene11].
This de�nition is rather common, so we adopt it in our work. Figure 2.1 sketches
some of the energy sources and devices that are linked closely together in the future
electricity system. In a smart grid, the consumers will be able to interact with
the power system and generation through automated and intelligent control of their
electrical appliances. In this way, they can act as resources for the power system.

2.2 Renewable energy sources

Renewable energies such as wind, solar, tidal, and hydro power promise to be an
important source for the future power generation. They are safe, clean and plentiful
and unlike conventional fuels, renewable energies are permanently available in almost
every country in the world. Of the renewable technologies, wind power currently has
the potential to make the largest impact. In Denmark the political ambitions are to
increase the share of wind power to 50 % of the electricity consumption by 2020 and
to fully cover the energy supply by renewable energies in general in 2050 [DMoCB12].

The �uctuating nature of wind power introduces several challenges to reliable op-
eration of the power systems. During the �rst two decades of wind turbines being
connected to the public grid (1980-2000), a fairly strong grid was assumed and the
turbines and controls were simple. With the increasing wind power penetration today,
modern wind power plants (WPP) must be equipped with power electronics convert-
ers that are designed to ful�ll increasingly demanding requirements (grid codes) to
power quality and reliability (see, e.g., [MPdH06, CW08]). This alone can, however,
not make the electricity sector capable of handling the massive amount of wind power
that is planned. As a consequence, the demand side of the grid is expected to play a
key role in this transformation.

Today, the electricity price is found in the market by auctions. These auctions make
the supply and demand curves intersect and the most expensive power source that
must be put in play to ful�ll the demand, sets the price. This works today without any
elasticity in the consumption due to the elasticity in the production price. Di�erent
producers such as wind, coal, gas, nuclear, etc. have di�erent marginal prices on
production. But, as long as the wind turbines are installed and the wind is available,
the marginal cost of increasing the energy production from wind turbines, is basically
zero. Consequently, the elasticity on the production side will almost disappear with
a high wind penetration. Thus, to maintain stable electricity prices, elasticity on the
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(a) Marginal electricity price on production. (b) Today: little �exibility in consumption.

Figure 2.2: Basic demand and supply curves decide the electricity prices. Source:
Danske Commodities

consumption side is required. Figure 2.2 illustrates the supply and demand curves
for the electricity market today.

2.3 Flexible power consumption

As we are installing a large number of wind turbines, there is a need for a more intel-
ligent and �exible energy system. Intelligent electricity meters and time-controlled
electricity-consuming appliances, including the millions of �exible electric devices that
consumers will have in future, are some of the means to make electricity consumption
more �exible. �Electricity consumption and generation in Denmark is set to change
signi�cantly in the coming years. Electricity customers will demand new services as
they replace oil-�red burners with electric heat pumps and traditional petrol-powered
vehicles with electric vehicles and plug-in hybrid vehicles. The electricity sector should
be ready to provide these services with the same high level of delivery quality as today.
This should occur in a situation where electricity generation is increasingly derived
from renewable energy.� [DE10].

Energy storage technologies, which enable intelligent demand response, are being
explored throughout the world as a component of absorbing electricity in times of
excess production from wind turbines and for providing ancillary services to the power
system. The need for change dictated from the developments in the surrounding
socio-technical landscape create a new window of opportunity for making pro�t and
reducing costs. A new business of selling �exibility to the power grid arises as this
inevitably will be a service of increasing value. And as power prices are expected to
�uctuate much more, a new potential in shifting power consumption in time to reduce
costs and increase e�ciency, appears. Meanwhile, technical research areas that enable
this kind of advanced control to be distributed to a large number of applications
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have come to a stage of maturity where they can be moved from laboratories to real
applications. Modern technologies such as computational power of low-cost processors
available to the broad industry, availability of low-cost sensors, high-quality prediction
methods, and advanced control techniques clear the way for these new features to be
implemented. Apart from the technology the lack of good business models is still an
obstacle for exploiting these �exibilities. Throughout this project, we have aimed at
showing the economical potential. The development of the enabling technology and
the necessary business models must, however, go hand in hand.

Several technologies, that are already in place today, possess a potential �exibility. If
these �exibilities are exploited intelligently and combined over several units they can
bene�t the balancing of the power market to a great extent. Many systems have the
potential to deliver ancillary services to the grid while optimizing their own local costs
of operation. These applications include, but are not limited to, residential and o�ce
heating and air-conditioning (see, e.g., [OPJ+12, MKDB12]), plug-in electric vehicles
(e.g., [WLT+11, HPM+12]), some types of heavy industry [SK12], and commercial
refrigeration in, e.g., supermarkets and warehouses as we concentrate on in this thesis.
The majority of such applications can easily o�er �exibility for fast ancillary services
that work on time scales of seconds to minutes and up to hours. For some applications,
day/night or other longer intraday load shifts might even be possible. However, non
of the typical demand response applications can uphold a certain regulating power
forever and, e.g., seasonal variations must be covered my other means (e.g., strong
transmission lines, pumped hydro power, bio gasi�cation, etc.) The following section
gives a brief summary of the regulating power services used in Denmark today.

In this work, we assume that we have a forecast of the electricity price available. This
forecast can re�ect the real spot price or be made up by some aggregator in order to
promote a certain demand response. How to create such signals is, however, a study
on its own which is outside the scope of this thesis.

2.3.1 Regulating power

Figure 2.3 shows the di�erent types of regulating power services that are used the
balance the power grid today. In the event of frequency deviations, the primary
reserve regulation must ensure that the balance between production and consumption
is restored, stabilizing the frequency at close to, but deviating from 50 Hz. Primary
reserve regulation is automatic and provided by production or consumption units
which, by means of control equipment, respond to grid frequency deviations. It is
supplied at frequency deviations of between 20 and 200 mHz within 15�30 seconds.
It must be possible to maintain the regulation for a maximum of 15 minutes. The
secondary reserve serves two purposes. One is to release the primary reserve which
has been activated, i.e., restore the frequency to 50.00 Hz. The other purpose is
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Figure 2.3: Regulating power services in West Denmark.

to restore any imbalances caused by major operational disturbances that cannot be
handled by the primary reserves. Secondary reserve regulation is also automatic
and provided by production or consumption units. It must be possible to supply
the reserve requested within 15 minutes and maintain the regulation continuously.
Alternatively, continuous reserve can be supplied by a combination of units. The
manual reserve is used to restore system balance on the longer time scale. The
reserve is activated from the TSO's control center by manually ordering upward
and downward regulation from the relevant suppliers, primarily production units.
Primary reserves get a payment for being available while other regulating services are
paid according to the actual amounts that are activated. In some of our studies, we
explicitly consider primary regulating power by letting the supermarket refrigeration
system prepare itself for automatic activation.



Chapter 3

Commercial Refrigeration

In this chapter, we describe the refrigeration process and the dynamic model of a
commercial multi-zone refrigeration system. Such systems can include supermarkets,
warehouses, or air-conditioning. We describe the thermodynamics, the constraints
of the system, and the function re�ecting the economic cost of operating the plant.
In addition, we show how simpli�ed linear models, that are suitable for conceptual
studies, can be derived. Section 3.8 give a full set of parameters for the model.

3.1 Models

The model presented in this chapter describes a system with multiple cold rooms in
which a certain temperature for the stored foodstu� has to be maintained [LIZW07].
We describe the temperature dynamics and the energy cost of the system using SI
units throughout. Energy �ows and power consumption are in Watts, temperatures
are in degrees centigrade, pressures are in Pascal, enthalpies are in J/kg, and in-
stantaneous electricity prices are in EUR/W. This �xes the units of all quantities
used.

Figure 3.1 illustrates a refrigeration system with one cold storage room and one frost
room connected to the system. The refrigeration system utilizes a vapor compression
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cycle in which a refrigerant circulates in a closed loop consisting of a compressor, an
expansion valve and two heat exchangers, an evaporator in the cold storage room,
as well as a condenser/gas cooler located in the surroundings. When the refriger-
ant evaporates, it absorbs heat from the cold reservoir which is rejected to the hot
reservoir. According to the 2nd law of thermodynamics, the evaporation temperature
Te(t) (of the refrigerant at the pressure Pe(t)) has to be lower than the temperature
in the cold reservoir Tair(t) and the condensation temperature has to be higher than
the temperature at the hot reservoir Ta(t), in order to sustain the heat transfer from
cold room to the surroundings. Low pressure refrigerant, with the pressure Pe(t),
from the outlet of the evaporator is compressed in the compressors to a high pressure
Pc(t) at the inlet to the condenser to increase the saturation temperature. In these
expressions t denotes time. To lighten notation, we will drop the time argument (t)
in time-dependent functions in the sequel.

Usually, several cold storage rooms, e.g., display cases, connect to a common com-
pressor rack and condensing unit. Because of this, the individual display cases see
the same evaporation temperature, but each unit has its own inlet valve for indi-
vidual temperature control. Figure 3.2 shows a simpli�ed diagram for a one-unit
refrigeration cycle.

3.2 Temperature dynamics in a cold room

We use a �rst principles model and describe the dynamics in the cold room by simple
energy balances. An energy balance for the temperature of the foodstu� Tfood(t)
yields the di�erential equation,

mfoodcp,food
dTfood

dt
= Q̇food−air,

where Q̇food−air(t) is the energy �ow from the air in the cold room to the foodstu�,
mfood is the (assumed constant) mass of food, and cp,food is the constant speci�c heat
capacity of the food. The temperature of the air in the cold room Tair(t) satis�es the
di�erential equation,

maircp,air
dTair

dt
= Q̇load − Q̇food−air − Q̇e.

Q̇e(t) is the applied cooling capacity (energy absorbed in the evaporator), Q̇load(t) is
the heat transfer from the surroundings to the air, mair is the constant mass of air in
the cold room, and cp,air is the constant speci�c heat capacity of the air. We describe
the heat �ows using Newton's law of cooling,

Q̇food−air = kfood−air(Tair − Tfood),
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Figure 3.1: Schematic layout of basic refrigeration system.

Q̇load = kamb−cr(Tamb − Tair) + Q̇dist,

where kfood−air and kamb−cr are the constant overall heat transfer coe�cient between
two media, Tamb(t) is the temperature of the ambient air which puts the heat load on
the refrigeration system, and Q̇dist(t) is a disturbance to the load (e.g., an injection
of heat into the cold room). The cooling capacity satis�es

Q̇e = kevap(Tair − Te),

where kevap is the heat transfer coe�cient of the evaporator that varies with the
�lling of the evaporator. The �lling of the evaporator is manipulated by another
control system. This low level control loop ensures that the desired cooling capacity
Q̇e is obtained. The temperature dynamics are, with this choice of variables, entirely
linear. The continuous time 2nd-order state space description is given as

ẋ = Ax+Bu+ Ed,

with

x =

[
Tair

Tfood

]
, u =

[
Q̇e

]
, d =

[
Tamb

Q̇dist

]
,

and

A =

[
−kfood−air+kamb−cr

maircp,air

kfood−air

maircp,air
kfood−air

mfoodcp,food
− kfood−air

mfoodcp,food

]
, B =

[ − 1
maircp,air

0

]
,

E =

[
kamb−cr

maircp,air

1
maircp,air

0 0

]
.
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Figure 3.2: Simpli�ed schematic for a supermarket refrigeration system with one
cold room.

The system matrix A has 2 real, distinct and negative eigenvalues λi, i = 1, 2, and
the system has 2 time constants given by τi = −1/λi. We give numerical values
of the time constants for three typical units in Section 3.8. We can take advantage
of this linear description of the system dynamics when designing both dedicated
optimization algorithms and methods for system identi�cation.

3.3 Constraints

We would like the food temperatures to satisfy the inequalities

Tfood,min ≤ Tfood ≤ Tfood,max,

where Tfood,min and Tfood,max are a given allowable range given for each of the indi-
vidual units. In addition, two constraints that cannot be violated are given by the
nature of the system,

0 ≤ Q̇e ≤ kevap,max(Tair − Te),

0 ≤ Ẇc ≤ Ẇc,max,

where kevap,max is the constant overall heat transfer coe�cient from the refrigerant
to the air when the evaporator is completely full and Ẇc,max is the constant limit on
maximum energy consumption in the compressors.
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3.4 Energy cost

The work done in the compressor, denoted Ẇc(t), dominates the power consumption
in the system. It can be expressed by the mass �ow of refrigerant ṁref(t) and the
change in energy content. We describe energy content by the enthalpy of the refriger-
ant at the inlet and at the outlet of the compressor (hic(t) and hoc(t), respectively).
These enthalpies are refrigerant-dependent functions of Te and Pc = Pc(Ta) (Ta is
outdoor temperature) as denoted in (3.1). They are computed using, e.g., the soft-
ware package REFEQNS [Sko00b], which models the thermodynamical properties of
di�erent refrigerants, or by using data sheets for the refrigerant. Another compres-
sor sits between the frost evaporator and the suction side of the other compressors,
as seen in Figure 3.1. This compressor decreases the evaporation temperature for
the frost part of the system to a lower level. We can describe the work in the frost
compressor by identical equations but the pressure at its outlet is determined by the
evaporation temperature for the cooling part. The mass �ow through the frost com-
pressor adds to the �ow through the cooling compressors. We use the subscript F to
denote variables related to the frost part. We describe Ẇc as

Ẇc =
ṁref (hoc(Te, Pc)− hic(Te))

ηis(Pc/Pe)(1− ηheat)
, (3.1)

where the isentropic e�ciency ηis(t) is a function mapping the pressure ratio over
the compressor into compression e�ciency and ηheat is a constant heat loss (in per
cent) from the compressor. The mass �ow is determined as the ratio between cooling
capacity and change of enthalpy over the evaporator (hoe(t)− hie(t)):

ṁref =

∑
i Q̇e, i

hoe(Te)− hie(Pc)
+ ṁrefF,

ṁrefF =

∑
j Q̇eF, j

hoe(TeF)− hie(Pc)
,

for i = 1, . . . ,# of refrigerated units and j = 1, . . . ,# of frost units.

The e�ciency function ηis can be found in several ways. We used data from �rst
principles thermodynamic calculations to �t a model of the form

ηis(α) = c1 + c2α+ c3α
1.5 + c4α

3 + c5α
−1.5,

where c1, . . . , c5 are constant parameters. We found this approximation to be accurate
within 1 %. Figure 3.3 shows ηis versus the pressure ratio α = Pc/Pe.

We describe the instantaneous energy cost of operating the system by multiplying
power consumption by the real-time electricity price pel(t). The energy cost C over
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Figure 3.3: Isentropic e�ciency of the compressor as a function of the pressure ratio
Pc/Pe.

the period [T0, Tfinal] is

C =

∫ Tfinal

T0

pel

(
Ẇc + ẆcF

)
dt.

Whereas the system dynamics can be described with linear relations, we found that
the nonlinearities in the cost of energy, especially due to the temperature dependent
e�ciency of the work done in the compressor, are quite severe. Thus, for realistic
re�ection of the cost reduction potentials, we must model these terms rather accu-
rately.

3.5 Control

Manipulated variables Our controller manipulates the cooling capacity Q̇e in
each zone and the evaporation temperatures Te and TeF. The latter two are common
for the entire refrigeration part and the entire frost part, respectively. In practice
this is achieved by setting the set-points for inner control loops which operate with
a high sample rate (compared to our control). This fast local control system allows
us to ignore the complex and highly nonlinear behavior in the gas-liquid mixture in
the evaporator.
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Measured variables The controller bases its decisions on measurements of air
and food temperatures in each unit, on the known current outdoor temperature and
electricity price, and on the predicted future values of the latter two. The heat
disturbances are unknown and regarded as stochastic variables.

3.6 Thermostat control

Today, most display cases and cold rooms are controlled by a thermostat. This
means that maximum cooling is applied when the cold room temperature reaches
an upper limit and shut o� when the lower limit is reached. The advantage of this
control policy is that it is simple and robust. The disadvantages, however, include:
a high operating cost since the controller is completely unaware of system e�ciency
and electricity prices, no capability of demand response, and no speci�c handling of
disturbances.

3.7 Linear simpli�cation and model reduction

For the more conceptual studies in this thesis, we use a simpli�ed linear model. We
lump the food and air temperatures into a common cold room temperature Tcr(t),
that satisfy the following energy balance

mcp
dTcr

dt
= Q̇load − Q̇e,

with
Q̇load = kamb−cr(Tamb − Tcr),

Q̇e = kcr−e(Tcr − Te).

The combined thermal mass for the cold room is denoted by mcp. The evaporation
temperature of the refrigerant Te can be controlled by the compressor work and must
satisfy Tcr ≥ Te. This is the only manipulable variable in this model. The constants
k denote the heat transfer coe�cients. m and cp are the mass and the overall speci�c
heat capacity of the combined refrigerated goods and air. The power consumed
by the refrigeration system is due to the work performed by the compressors. We
use the linear relation: Wc = ηQ̇e. η is the coe�cient of performance that we for
simpli�cation assume constant and independent of the temperatures. The constraints
are

Tcr,min ≤ Tcr ≤ Tcr,max

0 ≤ Tcr − Te ≤ ∞
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In addition to these constraints, we enforce the evaporation temperature (Te) to be
between speci�ed limits and to respect some rate of change constraints.

This model has entirely linear dynamics, constraints and cost function (the work in
the compressor) and can be used when formulations compatible with, e.g., linear
programming are desired. However, the model is quite simpli�ed, especially the
assumption for Wc. Still, the resulting dynamics are well suited for illustrating the
conceptual case.

3.8 A set of selected parameters

We have collected data from supermarkets actually in operation in Denmark and
from dedicated lab experiments (see Section 3.9 for further details). From these data,
typical parameters such as time constants, heat loads, temperature ranges, capacities,
and normal control policies have been estimated for three very di�erent units; a milk
cold room, a vertical shelving display case and a frost storage room. These units di�er
widely in load, mass of goods, and temperature demands. The refrigeration system
that we monitored uses CO2 as refrigerant. CO2 is getting increasingly popular
for supermarket refrigeration since it is non-poisonous and non-�ammable and since
several governments put restrictions on the usage of conventional HFC refrigerants.
We use calculations of the power consumption capable of handling both sub- and
super-critical operation of the CO2 system. Table 3.1 gives the key parameters for
the system. Table 3.2 shows examples of the di�erent types of units, the total energy
storage potential for each unit, and their time constants according to the state space
description in Section 3.2. We note how the dominating time constant is much larger
than the other time constant in all cases.

3.9 Model veri�cation

The model of the refrigeration system builds on �rst principles from thermodynamics
and on the advanced heat exchanger modeling described in e.g., [KE11]. In the
latter, and in the reference therein the models have been veri�ed with real commercial
components. We follow the de�nitions established in the literature, e.g., [DIB96] as
well. In Paper J, we demonstrate how to setup a dedicated experiment in a lab
environment to estimate the parameters in our model and to design an observer for
the food temperatures in the refrigeration system. Figure 3.4 shows the schematic
and a picture of the setup used. As we describe in the paper, we use a grey-box
identi�cation method to estimate the parameters. We use separate data sets for
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Unit 1: Milk cooler

mfoodcp,food 550.0 kJ/K
maircp,air 80.0 kJ/K
kamb−cr 8.0 W/K
kfood−air 45.0 W/K
kevap,max 135.0 W/K
Tfood,min 1.0 ◦C
Tfood,max 4.0 ◦C
Unit 2: Vertical display

mfoodcp,food 395 kJ/K
maircp,air 100.0 kJ/K
kamb−cr 11.0 W/K
kfood−air 80.0 W/K
kevap,max 170.0 W/K
Tfood,min 2.0 ◦C
Tfood,max 3.0 ◦C
Unit 3: Frost room

mfoodcp,food 775 kJ/K
maircp,air 50.0 kJ/K
kamb−cr 2.3 W/K
kfood−air 19.0 W/K
kevap,max 88.0 W/K
Tfood,min -22.0 ◦C
Tfood,max -18.0 ◦C
Common

c1 0.844
c2 -0.014
c3 -0.003
c4 8.97e-06
c5 -0.547
Tamb 20.0 ◦C
Te,min -12.0 ◦C
TeF,min -35.0 ◦C
Compressor heat loss (ηheat) 15 %

Table 3.1: Key parameters for the refrigeration system with three selected units.
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Unit 1: Milk cooler

τ1 = 0.4 h
τ2 = 25 h
∆Tfoodmtotalcp,total = 1890 kJ

Unit 2: Vertical display

τ1 = 0.25 h
τ2 = 13 h
∆Tfoodmtotalcp,total = 495 kJ

Unit 3: Frost room

τ1 = 0.6 h
τ2 = 110 h
∆Tfoodmtotalcp,total = 3300 kJ

Table 3.2: Examples of di�erent units, their time constants in hours, and the total
amount of energy stored when the temperature is changed from Tfood,max

to Tfood,min.
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Figure 3.4: Dedicated experiment for estimation of key parameters.

training and for test of the �tted model. Figure 3.5 shows the validation set resulting
in a very good �t with the experimental data and thus, validating the structure
of the model. We use the Matlab function idnlgrey which implements numerical
optimization to minimize a weighted norm of the prediction error�the di�erence
between the measured output and the predicted output of the model. The method
uses a model of the system as a set of �rst-order nonlinear di�erential equations:

dx(t)

dt
= F (t, x(t), u(t),Θ),

y(t) = H(t, x(t), u(t),Θ),

where F and H are arbitrary linear or nonlinear functions (as given for the system
in Paper J), t is the time, x, u, and y are the state vector, the input vector, and the
output vector, respectively, and Θ is a vector of parameters to be estimated. The
data set includes a time series of measured values for the input and output vectors
and the estimation becomes more accurate for larger numbers of data samples.

In addition, we use extensive data sets monitored from supermarkets in real opera-
tion to adjust our model to �t di�erent types and sizes of units. All this serve the
purpose of ensuring that the dynamics, energy losses, and energy storage potentials
are re�ected correctly in the model that we use for our studies. To the best of our
knowledge, this is the case for the advanced model presented in the previous sections,
whereas the linear simpli�cation of the power consumption is entirely conceptual, as
already described. Figure 3.5 shows a data set from the validation of our model and
in Figure 3.6, we show an example from a supermarket in operation.
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Figure 3.5: Model veri�cation. The dashed lines show the measurements and the
red solid lines show the estimated values from our model. The data are
from a dedicated experiment with sensors at the surface and in the core
of some simulated foodstu�.
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72

Figure 3.6: Data series showing the air temperature (◦C) in a refrigerated unit from
a supermarket in operation vs. the hour. Note the change in load from
night to daytime when the store opens around 8 o'clock.
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Food item ρ ·Cp ·V ESP, 15 min ESP, 2 hours ESP, 12 hours

50-g ham 121 11 75 NA

500-g ground beef, frozen 850 76 486 NA

1-kg solid meat, frozen 1,729 167 1,034 NA

Fresh egg 183 25 128 NA

Whole chicken, frozen 5,928 414 2.881 NA

500-g ground beef 1,569 79 513 1,397

1-L cow's milk 3,917 157 1,124 3,408

1-kg vegetables, frost 1,494 356 1,267 NA

2-L fruit juice 7,710 463 2,544 6,862

100-L milk in rack 400,876 4,009 20,044 88,193

Table 3.3: Energy storage potential (ESP) for di�erent foodstu�s, sorted by Biot
number, given for three di�erent timescales. Energies are in J/K and
the ρ · Cp · V column gives the maximum storage potential.

3.10 Active thermal mass in foodstu�s

Depending on the timescale, the energy storage potential is not directly given by
the thermal mass (total mass times the speci�c heat capacity) in a refrigerated unit.
Since only fractions of the stored mass might be a�ected by the changes in surround-
ing temperature, we propose to introduce the term �active thermal mass�. The active
thermal mass is the part of the total energy storage potential in a speci�c item that
can be utilized when temperature changes of given durations are applied. Hence, it
depends on item size, properties such as thermal conduction and surface heat trans-
fer, and on the timescale (frequency) of the temperature changes. The relevance of
applying load shifting strategies on di�erent timescales depends on the active thermal
mass for the speci�c foodstu�s. In Paper J, we present an analysis regarding this
for di�erent typical food items and we generalize the analysis using the two proper-
ties Biot and Fourier number. The analysis reveal a large variation among di�erent
foodstu�s and di�erent ways of packing the items. As reproduced in Table 3.3, we
�nd that most food items can be used for load shifting of up to 2 h duration and
a few even up to 12 h, but with very di�erent degrees of utilization with respect to
the maximum potential for the items. Consequently, we would recommend to make
the thermal mass mfoodcp,food depend on the frequency of intended energy storage in
future studies.

3.11 Challenges

A refrigeration system is in�uenced by a number of disturbances which we can predict
(with some uncertainty) over a time horizon into the future. Cooling is the primary
purpose of refrigeration systems and the main challenge is to guarantee an unaltered
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quality of cooling and food safety when changing the control strategy. Some dis-
turbances, like customers who remove goods, are di�cult to predict accurately and
consequently safety margins on the temperatures must be maintained. Another chal-
lenge is the vast variety of refrigeration systems installed, making it a hard task to
come up with generic models suitable for o�-the-shelf usage in model based control
schemes of such systems. Even though we do not deal with this topic explicitly in this
thesis, we would expect some kind of online adaptability of the models to accompany
our control techniques in practical applications.



Chapter 4

Wind Power

In this chapter, we provide su�cient background and model details needed to un-
derstand the parts of this thesis that deal with control of wind turbines and wind
power plants/farms. We use very generic models that are mostly developed and ver-
i�ed by others and made publicly available. For this reason, we will refrain from
reproducing all the details in this chapter. Instead, we give an overview, describe our
simpli�cations and assumptions, and state the relevant references.

4.1 Models

4.1.1 Wind turbine

For individual turbines, we use the NREL 5MW wind turbine model for simulations.
The model and all parameters are openly available and are described in detail in,
e.g., [JBMS09, GSK+10]. For studies concerning control of single turbines and for
re�ecting the inertia in the rotational motion of the turbines, we use a representation
of the model in the controller which is a slightly simpli�ed version as described here.
Table 4.1 provide the key parameters and Figure 4.2 show the power coe�cient table
for the NREL 5MW model. Figure 4.1 illustrates a simple mechanical structure of a
wind turbine.
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Figure 4.1: The mechanical structure of a simpli�ed wind turbine.

We model the turbine, transmission, and generator as a single rotational system,
with generator speed ωg(t) in rad/s, and rotor speed ωr(t) = ωg(t)/N in rad/s. N
is the gear ratio of the transmission. We let Jg and Jr denote the inertias of the
generator and rotor, respectively, and we let J = Jg + Jr/N

2 denote the equivalent
inertia at the generator shaft. Neglecting losses and shaft torsion (as opposed to,
e.g., [HHP12, MPN12]), the dynamics is given by

Jω̇g(t) = Tr(t)/N − Tg(t), (4.1)

where Tg(t) is the generator (back) torque and Tr(t) is the rotor torque from the
wind, in Nm. The generator speed and torque must lie within given bounds:

ωg,min ≤ ωg(t) ≤ ωg,max,

0 ≤ Tg(t) ≤ Tg,max.

Ṫg,min ≤ Ṫg(t) ≤ Ṫg,max.

The rotor torque Tr(t) is a function of rotor speed ωr(t), wind speed v(t) (in m/s),
and the blade pitch angle, denoted β(t) (by convention in degrees). The blade pitch
angle must satisfy

βmin ≤ β(t) ≤ βmax.

The rotor with radius R, extracts the mechanical power from the wind, denoted Pw,

Pw(t) = ωr(t)Tr(t) =
1

2
ρACP(v(t), ωr(t), β(t))v(t)3,

where ρ is the air density, A = πR2 is the swept rotor area, and CP is the coe�cient
of power. The coe�cient of power is a function of wind speed, rotor speed, and blade
pitch, typically given by a lookup table, found from aerodynamic simulations or tests.
Figure 4.2 shows the CP-table for the model we use. The generator produces power
Pg(t), given by

Pg(t) = ηgTg(t)ωg(t),
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Figure 4.2: Coe�cient of power CP. The peak power coe�cient is 0.482.

where ηg ∈ [0, 1] is the generator e�ciency. This power is constrained by

Pmin ≤ Pg(t) ≤ Prated,

where Prated is the rated power of the generator.

4.1.2 Simple energy storage

We include a very simple model that illustrates some kind of energy storage that can
be connected to a wind farm. We let Q(t) denote the state-of-charge of the energy
storage device, in J. With a small charge and discharge loss, the dynamics of Q(t) is

Q̇(t) = Pchg(t)− ηloss |Pchg(t)| ,

where Pchg(t) is the charge rate, in W. (Negative Pchg(t) means decharging.) ηloss ∈
[0, 1] is the loss in per cent. Charge rate and state-of-charge are limited by

Pchg,min ≤ Pchg(t) ≤ Pg(t),

and
0 ≤ Q(t) ≤ Qmax.
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NREL 5MW wind turbine model

Rated power Prated 5 MW
Generator inertia Jr 35,444,067 kg ·m2

Generator e�ciency ηg 94.4 %
Generator rated speed ωg,rated 123 rad/s
Max. generator torque Tg,max 47,403 Nm
Rotor inertia Jg 534 kg ·m2

Rotor radius R 63 m
Gear ratio N 97
Min. blade pitch βmin 0 ◦

Max. blade pitch βmax 90 ◦

Cut-In, Rated, Cut-Out wind speed v 3, 11.4, 25 m/s

Table 4.1: Key parameters for the NREL 5MW model used for individual turbines
in this thesis.

Finally, the power supplied to the grid is

Pgrid(t) = Pg(t)− Pchg(t).

4.1.3 Wind farms

Practical considerations and perhaps more importantly, the desire to reduce the cost
of wind energy, favor the formation of a large number of wind turbines in wind farms,
or wind power plants (WPP), as opposed to production in single wind turbines located
far from each other [JT09]. Due to the common power output to the grid, which is
shared by all the turbines in the WPP, and due to the mutual coupling of the turbines
through the wind �elds �owing in between them, a park controller that distributes
the set-points to the individual turbines is added. A detailed model of a wind farm is
very complicated since it includes the �uid dynamics of the turbulent wind �elds that
propagate through the farm, how the wind �elds are a�ected by the behavior of each
single turbine, as well as by the texture of the surface of the ground. For this reason,
several simpli�ed models that aim at capturing only the features that are important
for control, exist in the literature, e.g., [MR11]. In our studies, we use a quasi-static
wind farm �ow model developed in [BW10a] for simulation. It speci�es in real time
the wind speed plus the tower bending moment, the blade bending moment, the rotor
shaft torque and the aerodynamic power of each turbine in a wind farm as a function
of ambient wind speed, wind direction, turbulence intensity and power set-points to
each turbine. The farm model has been validated against real measurement data from
ECNs Wind turbine Test site Wieringermeer (EWTW) [BW10b] and implemented in
Matlab in [SBW11]. Figure 4.3 illustrates the structure of the model. The wind farm
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consists of turbines using the NREL 5MW model. As the farm model is entirely work
that has been done by others and as it has been documented elsewhere, we choose
not to go into details with it here.

In the controller design, we use the same model, but treat it as a black-box, i.e.,
one that can be used to evaluate the outputs (e.g., local wind speeds, local power
production, local wind de�cits, etc.) for any given values of the parameters (such
as ambient wind speed and direction, power set-points, etc.). We do not attempt
to implement analytic expressions that are related to �rst-principles models of the
plant, in any way. The farm model has the following basic input/output interface for
a farm with n turbines

[P, V,D,Σadd,Mt,Mb,Ms] = ffarm(v0, σ0, Ps, x, y).

The capital letters {P, V,D,Σadd,Mt,Mb,Ms} denote n-length vectors that for each
turbine in the farm give the produced power, local wind speed, wind de�cit, added
turbulence (velocity standard deviation), bending moment for the tower, bending
moment for the blades, and bending moment for the shaft in the drive train. The
inputs are ambient wind speed (v0), ambient turbulence (velocity standard deviation)
(σ0), an n-length vector with power set-points (Ps), and two n-length vectors with
the coordinates (topology) of the turbines (x, y). In addition, we have,

[pi, di, σaddi
,mti ,mbi

,msi ] = fturbine(vi, σi, psi),

for a single turbine, using local wind speed, vi, local turbulence, σi, and power set-
point, psi , as inputs, where i is the turbine number. The outputs are identical to
the outputs from the farm model but with only a single quantity each, related to the
speci�c turbine in question. Thus, fturbine describes the local variables for a turbine
without including interactions in the farm while ffarm includes these and work on the
farm level.
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Figure 4.3: Block diagram of the wind farm model [BW10a].
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For representing the turbine interactions in our controller, we have introduced a
simple linear relationship. We can describe the local wind speed at each turbine
as the ambient wind speed minus a linear combination of the de�cits (wind speed
reduction in m/s directly after a turbine, di) caused by all other turbines, with the
coe�cients depending on mutual distance and the relative angle to the wind direction.
Likewise, turbulence levels (velocity variance, σ2

i ) at each turbine are the sum of the
ambient turbulence (velocity variance, σ2

0) and a linear combination of the turbulence
added by all other turbines (σ2

add,i). i ∈ 1, 2 . . . , n is the turbine number in a farm
consisting of n turbines. From the farm model, we estimate two coupling matrices,
Wd and Wt, such that,




v1

v2

...
vn


 = v0 −Wd




d1

d2

...
dn


 ,




σ2
1

σ2
2
...
σ2
n


 = σ2

0 +Wt




σ2
add,1

σ2
add,2
...

σ2
add,n


 .

We use an `1-norm sparsifying regularizer to emphasize the strong relations in the
couplings and to promote sparse matrices.

The turbines are not able to produce power from wind speeds below a certain level.
However, it might not be optimal on the farm level to downgrade upwind turbines in
order to leave enough wind speed to keep all turbines in the row spinning. Turning
o� one or more of the turbines can be a better solution, and we introduce binary
variables, {ui}ni=1 such that the power in each turbine is constrained by

Pminui ≤ pi ≤ Pratedui.

In addition, the power is constrained by the available power in the wind pwi
, which

we �nd by maximizing fturbine over the power set-point.

As illustrated in the two previous sections, it is possible to consider the control of
a single turbine without including the interaction in the wind �eld. However, the
wind farm controller can be combined with the single turbine MPC that we present
in this thesis. This would include the e�ect of the wind �eld. In this case the optimal
set-points would impose upper limits on power constraints for each turbine.
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4.1.4 Control

The goal of the controller for the simpli�ed turbine model is to choose the generator
torque Tg(t) and the blade pitch angle β(t) (and the charge rate Pchg(t) if storage
is included), subject to the constraints described. The objective is to maximize the
power output and obey rate-of-change constraints on the power delivered to the grid.
In our studies, we compare the results with a nominal controller that has the sole
objective of extracting as much power from the wind as possible at any time instant.
There is no storage attached to the nominal controller as the goal is to send all the
available power directly to the grid.

Traditionally, the rotor speed of modern wind turbines is controlled for tracking the
tip-speed ratio (TSR(t) = Rωr(t)/v(t)) such that maximum power is extracted. This
is done according to the table in Figure 4.2 while obeying constraints on the maximum
rotational speed. However, due to the inertia of the rotating masses in the turbine,
there is a potential for improving the quality of the power output by actively letting
the rotor speed deviate from the optimal setting. This might of course come at a cost
of slightly reduced power output. In, e.g., [KNJ+11, Tar12] turbine inertia is used
for frequency response and power oscillation damping.

For our wind farm study, the goal is to compute the optimal distribution of power
set-points to the individual turbines so that the total power output is maximized for
a given wind speed and direction. We compare the optimal power set-points with a
local �greedy� controller that aims at maximizing the power production in each single
turbine with no knowledge of the interactions in the farm.

4.2 Challenges

We have several objectives to consider for the wind turbines. The �rst is the total
energy E over the period,

E =

∫ T

0

Pgrid(t) dt,

which we want to maximize. For the WPP, Pgrid is the sum of power over the number
of turbines. Secondly, we can add a penalty (which we wish to minimize) for violating
a target maximum value of power rate of change, G (in W/s):

Rpen =

∫ T

0

(|Ṗgrid(t)| −G)+ dt,

where (b)+ = max(b, 0).
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For the wind farm optimization we only focus on combined power output, i.e., max-
imization of the sum Ptotal over the vector P

Ptotal =

n∑

i=1

pi.

The optimizer manipulates the vector Ps with power set-points ps for each turbine.

Contrary to the refrigeration systems, the model parameters for the individual wind
turbines are pretty accurately known. However, the models describing the wind �elds
and the interaction between the turbines in the farm are quite simpli�ed. Like the
refrigeration systems, wind turbines are a�ected by disturbances, primarily the wind.
Even though wind prediction methods have improved a lot the forecasts are still
somewhat uncertain and it can be a challenge to obey the constraints on, e.g., load,
speed, and power output.



Chapter 5

Economic Model Predictive
Control

In this chapter, we motivate the choice of economic model predictive control as our
preferred control strategy throughout the thesis. Furthermore, we introduce our
general formulation of the economic model predictive control problem.

5.1 Choice of methods

In the control challenges, we have described in the previous sections concerning both
refrigeration systems and the selected aspects of wind power, several similarities exist.
The systems are constrained by physical/mechanical limitations as well as limits im-
posed by di�erent desires to control performance such as upholding certain cold room
temperatures or obeying power ramp rates de�ned in the grid codes. In addition, the
control problems are multivariate with several independent and dependent variables
that are hard (or impossible) to separate into single-input-single-output control loops.
MPC has gained a lot of popularity in the process industry due to its natural and
explicit handling of multivariable constrained optimal control problems. Besides its
capability to handle constrained control problems, another reason for choosing MPC
is its ability to easily incorporate predictions and forecasts from, e.g., weather ser-
vices, electricity markets, power balance responsible parties, etc. For the applications
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Figure 5.1: Two layer structure: The steady-state layer optimizes steady state
model and passes optimal set-points to the dynamic layer. The con-
troller in the dynamic layer tracks the set-points using, e.g., a linear
MPC. Source: [RAB12].

we consider in this project, we do not aim at tracking certain set-points or trajecto-
ries but merely at minimizing an economic cost, or likewise maximizing the pro�t,
related to operating the system. Economic optimizing MPC provides a straightfor-
ward and natural framework for formulating economic objectives for the controller
that are directly related to the real costs and are easy to understand. Often, MPC
is used to regulate a system to a steady-state. But for the energy systems that we
consider, a steady-state is not existing, or it is at best periodic over the day, week,
or year. A traditional least-squares approach, that regulates the system towards a
de�ned trajectory, can of course be combined with an economic optimizing strategy.
In this case, the economic objectives would be used to compute an optimal trajectory
o�ine while the goal of the tracking controller (e.g., an LQG controller) would be
to follow the trajectory. This setup is illustrated in Figure 5.1. By implementing
economic MPC with the economic objectives explicitly in the dynamic layer, and
without a precalculated steady-state target, we allow the system to exploit potential
economic improvement opportunities that arise during the operation. We can regard
this as a way of increasing the frequency of calculating the optimal steady-states.
This formulation also has an advantage when we include the stochastic elements of
the system. As the open-loop optimization might not be optimal in the presence of
uncertainty, a more frequent computation of the optimization problem can be supe-
rior. Consequently, the two layer structure in Figure 5.1 is merged into only one layer
in our formulations.
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5.2 Performance vs. complexity

The best choice of method is often a balance between performance and complexity.
The increase in performance must motivate the increase in complexity. As MPC is
traditionally considered an advanced control method that may require online solution
of optimization problems, we aim at simplifying our models and implementations to
avoid unnecessary complexity. Thereby, we demonstrate the feasibility for industrial
implementations. Complexity can be in terms of both modeling, implementation and
computational e�ort. With our natural constraints and objectives directly inspired
from the physics of the systems, our e�cient optimization routine for nonconvex
problems, and with the disposal of today's computing power and tools for embed-
ded optimization codes, we remove important barriers for applying MPC. Figure 5.2
schematically illustrates the trade-o� between complexity and performance of a con-
trol method. When we replace the rather simple control strategies, that are currently
implemented in the industrial applications, with a more complicated method such
as MPC, we expect to improve the performance of the system up to at least some
signi�cant level. The challenge is to achieve this while keeping the complexity on
a tractable level. For economic MPC, control performance is primarily in terms of
cost of operation as well as constraint satisfaction. In this work, we prove that the
expected potential for increased performance exists, and we demonstrate that the
complexity induced by our methods can be reduced to render implementation on
industrial applications feasible.DC/DC Converter
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5.3 Deterministic and stochastic systems

The explicit use of a system model in MPC is an obvious advantage. However, due
to the lack of exact knowledge of system parameters and/or unmodeled high order
dynamics, the system model can also introduce uncertainty into the solution. Several
means for robustifying the MPC formulations exist in the literature and in this thesis
we will apply a couple of these�a rather advanced probabilistic formulation of the
constraints, and a simpler method introducing safety margins to the limits. Both,
utilize the property that the constraints related to a desired performance in MPC
generally, do not have to be ful�lled at all times. In the implementations, we mostly
base the control design on deterministic systems. We assume that the separation
principle applies and use the certainty equivalence for designing our deterministic
controllers (see, e.g., [Bre02]). We do not consider the design of observers, e.g., a
Kalman �lter, in this thesis, although such state estimators would normally be part
of the feedback loop in a real application. We handle the stochasticity in a heuristic
manner, and obtain robustness by tuning. Furthermore, we must remember that
feedback (or recourse) resolves a lot and the optimization problem solved in each
MPC step is nothing but a heuristic for computing a good control. The quality of
closed-loop control with MPC is generally good even without accurate knowledge.
Figure 5.3 exempli�es that the reduced risk in robust methods typically comes at the
price of a lower expected pro�t compared to a non-robust strategy, e.g. a certainty
equivalent strategy. However, the induced cost from severe violations (e.g., damaged
foodstu�s, break down of equipment, and power imbalance penalties) in our appli-
cations, necessitate some trade-o� to be made. In spite of this, we expect that the
introduction of our advanced control strategies can reduce the variance on the system

Waterflooding Optimization in Uncertain Geological Scenarios 3

0 5 10 15 20
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

NPV

pd
f

 

 

Robust
Certainty Equivalent
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gies. A robust strategy has lower variance and typically also lower
mean value than non-robust strategies such as a certainty equivalent
strategy.

Data assimilation by the EnKF is a popular method for
history matching as well as closed-loop reservoir manage-
ment [1, 3, 4, 6, 23]. In [24], different data assimilation and
optimization methods are tested on the synthetic ”Brugge
field” to maximize NPV. The three best results are all ob-
tained by methods using an EnKF for data assimilation. The
EnKF method is a Monte Carlo implementation of the Kalman
filter [25]. The literature available on the EnKF in petroleum
engineering is rather large and mature. Data assimilation us-
ing the ensemble Kalman filter has been reviewed by [26–
28]. [20,29,30] provide overviews of filtering techniques. A
review of various issues of the EnKF, including sampling
error because of small ensembles, covariance localization
(limiting the influence of the observations to the state vari-
ables that are located spatially close to them), filter diver-
gence, and model error, is given in [27] and [26]. [31] de-
scribes the necessity of introducing a confirming step to en-
sure consistency of the updated static and dynamic variables
with the flow equations, while [26] discusses the reduction
of the ensemble size with a resampling scheme. The prob-
lem of ensemble collapse is discussed in [32]. [33] considers
a way to handle model constraints within the EnKF. [34] in-
vestigates an update step that preserves multi-point statistics
and not only two point-statistics.

In the model based optimization part of CLRM, a tradi-
tional choice is to use methods based on one realization, usu-
ally the ensemble mean from the EnKF. To reduce the risk
arising from uncertainty in the geological description, [35]
proposes to optimize the expectation of net present value
over a set of reservoir models using a gradient based method.
This procedure is referred to as robust optimization (RO).
In open-loop simulations, [35] compares the results of the
RO procedure to two alternative approaches: a nominal op-

timization (NO) and a reactive control approach. They find
that RO yields a much smaller variance than the alterna-
tives. Moreover the RO strategy significantly improves the
expected NPV over the alternative methods (on average 9.5
% higher than using reactive-control and 5.9% higher than
the average of NO strategies). [23, 36, 37] do closed-loop
reservoir management using an EnKF for data assimilation
and robust optimization with a gradient-free ensemble based
optimization scheme for the model based optimization. [36]
reports that an ensemble based optimization results in a NPV
improvement of 22% compared to a reactive strategy. How-
ever, they do not compare the closed-loop robust strategy to
a closed-loop certainty equivalent strategy.

To our knowledge, there is no closed-loop application
of the gradient-based robust optimization strategy as imple-
mented in [35] available in the literature. Furthermore, the
CLRM literature misses an open-loop as well as a closed-
loop comparison of the performance of an ensemble based
optimization scheme [35,36] and a certainty equivalent opti-
mization strategy based on the ensemble mean. In this work
we fill this gap and do CLRM comparing a RO strategy [35]
to three alternative approaches: a reactive strategy, a nomi-
nal strategy, and a certainty equivalent strategy. By having
feedback, the ensemble of permeability fields converge to a
point such that the RO strategy becomes equivalent to the
certainty equivalent strategy based on the ensemble mean.
The RO is more expensive computationally than the cer-
tainty equivalent strategy. In this paper, we use a case study
to compare the RO strategy in closed-loop to other strategies
and to suggest modifications of the RO strategy such that its
closed-loop performance may be improved.

The paper is organized as follows. Section 2 defines the
reservoir model. Section 3 states the constrained optimal
control problem and describes the robust optimization. The
ensemble Kalman filter for data assimilation is described
in Section 4. Section 5 describes the numerical case study.
Conclusions are presented in Section 6.

2 Reservoir model

In this work, we assume that the reservoirs are in the sec-
ondary recovery phase where the pressures are above the
bubble point pressure of the oil phase. Therefore, two-phase
immiscible flow, i.e. flow without mass transfer between the
two phases, is a reasonable assumption. We focus on water-
flooding cases for two-phase (oil and water) reservoirs. Fur-
ther, we assume incompressible fluids and rocks, no gravity
effects or capillary pressure, no-flow boundaries, and finally
isothermal conditions. The state equations in an oil reservoir
Ω , with boundary ∂Ω and outward facing normal vector n,
can be represented by pressure and saturation equations. The

Figure 5.3: Sketch of the distribution of the pro�t for two strategies. A robust
strategy has lower variance and typically also lower mean value than
non-robust strategies such as a certainty equivalent strategy.
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outputs su�ciently to allow for operation closer to the constraints.

5.4 Economic MPC formulation

As in traditional MPC, the economic MPC controller is implemented in a receding
horizon manner, where an optimization problem over N time steps (the control and
prediction horizon) is solved at each step. The result is an optimal input sequence for
the entire horizon, out of which only the �rst step is implemented [RM09, Mac02].
The term economic MPC indicates that the objective has no relation to stabilization
of tracking problems, which are predominant in the MPC literature [Grü13]. �Stan-
dard� MPC, adopts a stage cost that need not be directly related to the economic
cost incurred during plant operation. This cost is conveniently chosen to be minimal
at the desired set-point [RA09, AAR12]. Figure 5.4 illustrates the receding horizon
principle for the standard MPC. However, [MAS80, Sko00a] states that the objective
in the synthesis of a control structure is to translate the economic objectives into
process control objectives. This is explicitly implemented in economic MPC where
the cost incurred for plant operation is used directly as a stage cost in the MPC
optimization.

In recent literature [DAR11, AAR12], steady-state stability and performance of eco-
nomic MPC schemes have attracted much attention, e.g., by means of suitable Lya-
punov techniques. In our formulations of economic MPC, we do not consider steady-
states or target set-points, since such are not natural for the energy systems we
consider. For instance, our controller for the supermarket refrigeration systems aims
at minimizing the electricity cost of operation. This cost relates to the energy con-
sumption but we do not aim speci�cally at minimizing this, nor do we focus on
tracking certain temperatures in the cold rooms as long as they stay within certain
ranges. In addition, we do not deal speci�cally with stability issues as we use rather
long prediction and control horizons to overcome this in all our formulations. Also,
e.g., [Grü13] shows how generalization of conditions from standard stabilizing MPC
without terminal constraints can ensure convergence towards the optimal state and
approximately optimal transient behavior.

For our formulation of economic MPC, we use discrete time, constrained systems in
the form

xk+1 = f(xk, uk, dk),

h(xk, uk, dk) ≤ 0,

where x describes the dynamical states of the system, u is the manipulable inputs
and d is a (predictable) disturbance, with k ∈ {0, 1, . . . , N}. In general, the system
dynamics f(xk, uk, dk) and/or the set of constraints h(xk, uk, dk) can be either linear
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or non-linear. Both functions are directly derived from the di�erential equations
and the constraints that we presented in the modeling chapters (3�4), by applying,
e.g., a zero-order hold to the continuous time variables. For all cases in this thesis
regarding the supermarket refrigeration systems, we chose the variables such that
both f and h are linear and convex functions. For the wind power problems, we
distinguish between one approach in which we accept the dynamics as nonlinear, and
a reformulation that renders the problem fully convex.

In addition, we specify an economic stage cost function L(xk, uk, dk) from the eco-
nomic objectives that we de�ne for both systems in the modeling chapters. L is not
con�ned to be neither linear nor convex in the general case. This economic stage cost
di�ers from the stage cost in tracking problems, which is typically formulated as a
weighted least-squares type of cost

Ltracking,k = Q‖xk − xsp‖22 +R‖uk − usp‖22,

where (xsp, usp) is the desired set-point and Q and R are constant weights. While
working with the commercial refrigeration systems, we found that the e�ciency of
the refrigeration cycle is highly nonlinear and dependent on both the manipulable
variables and the disturbances. Thus, for realistic studies, we accepted the objective
function L as nonconvex in most of our work. This case, with linear dynamics and
constraints but a nonconvex cost, is rather special and we exploit this when developing
our methods. We also use an entirely linear simpli�cation of the problem which allows
us to perform some of the more conceptual feasibility studies in this thesis.

The goal of the economic MPC is to implement a feedback law, uk = µ(xk, dk), so
that the system remains feasible while the cost

N∑

k=0

L(xk, uk, dk) + LN (xN ),

over the control and prediction horizon N , is minimized. Within this framework, we
formulate all control problems in the thesis. Our work primarily contributes to this
�eld by demonstrating actual usage for real systems�from formulation and adaption
of realistic dynamical models, over modi�cations of robust variants to economic MPC,
to dedicated optimization techniques that can facilitate the soundness of practical
implementations. As such, economic MPC is the overall theme for our project and
we will go more into detail with the contributions to the �eld as we describe the
applications throughout the remainder of this thesis.
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Chapter 6

Flexible Power Consumption
in Commercial Refrigeration

In this chapter, we highlight the scienti�c contributions related to �exibility of com-
mercial refrigeration by using economic MPC.

6.1 Scienti�c contributions

The common subject for Papers A, E, and I (and partially for Papers C, F, and K as
well) is the investigation of model predictive control technologies that enable �exible
power consumption, i.e., ability to shift the system load in time, in supermarket
refrigeration systems. With the exception of papers E and F, in which a direct control
scheme is applied, we do this so that the local cost of operation of the refrigeration
systems is optimized at the same time. We assume that a price signal is available
in order to do this. In all our studies, we observe the main purpose of supermarket
refrigeration; namely, to keep the foodstu�s within safe temperature ranges.
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6.2 Linear economic MPC

In Papers E and F, we present conceptual studies using the linear model (see Sec-
tion 3.7). We investigate the potential of utilizing the refrigeration systems' �exibility
to counteract imbalances in a simple power plant portfolio consisting of two conven-
tional power plants with di�erent capacities, slew rate limitations and costs, a large
controllable cold room, and a net power demand signal formed by combining the ef-
fect of all uncontrollable consumers and producers. The latter can be exempli�ed by
wind power production and to re�ect rapid changes in the wind speed, we construct
the net power demand signal with sudden steps. For this scenario, we de�ne a central
control directly controlling all units. The subsystems are dynamically independent
but they are coupled through a supply-demand constraint. Our studies extend the
power plant examples used in [EBJ11] and with the addition of our simpli�ed refrig-
eration system, the entire system can still be modeled in a form compatible with the
economic MPC for linear systems.

In this section, we use the simpli�ed linear model with constant e�ciency, as presented
in Section 3.7. We discretize this model and formulate the economic MPC as a linear
program. The matrices A, B, C, D, Cz, Dz, E, F , and Fz describe the linear,
discrete-time state space model.

minimize{x,u,y,z}
∑

k∈T
c′yyk + c′uuk (6.1a)

subject to xk+1 = Axk +Buk + Edk k ∈ T (6.1b)

yk = Cxk +Duk + Fdk k ∈ T (6.1c)

zk = Czxk +Dzuk + Fzdk k ∈ T (6.1d)

umin ≤ uk ≤ umax k ∈ T (6.1e)

∆umin ≤ ∆uk ≤ ∆umax k ∈ T (6.1f)

zmin ≤ zk ≤ zmax k ∈ T (6.1g)

with T ∈ {0, 1, . . . , N}. The cost of the economic MPC is a linear function of the
manipulable inputs, uk, and the outputs, yk. In this case the cost is only related to
producing power and is thus solely dependent on the manipulable inputs, uk (here
the power set-point to the two power plants), and cy = 0. The manipulable inputs,
uk, are constrained by the input constraints (6.1e) and (6.1f). The outputs, zk,
are limited by the output constraints (6.1g). We assume that the economic MPC
is feasible, i.e. that the initial state, x0, and the disturbances, {dk}Nk=0, are such
that the feasible manipulable variables, {uk}Nk=0, can bring the system to satisfy the
output constraints (6.1g).

Figure 6.1 reproduces some of the results from this study, showing, e.g., how the cold
room temperature is pulled down to its lower limit after the sudden drop in power
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Figure 6.1: Simulation of simple power generation problem with two power plants
and one cold room. The open-loop pro�le is shown. On the upper left
plot the power production coincide with the total demand (the black
line) except immediately after the drop in net demand.

demand. By doing so, the excess power produced in the power plants is absorbed
and the power demand from the refrigeration system can be reduced at a later time,
resulting in a total saving for the entire scenario. We also investigate the correlation
between total thermal mass in the cold room and potential savings. This gives the
trend illustrated in Figure 6.2.

These studies demonstrate that economic MPC for refrigeration systems is able to
provide a more �exible power consumption. This �exibility is obtained by utilizing
the thermal storage capability by solving a centralized economic MPC problem. We
reveal the viability and a potential of applying such a method. However, we base
the analysis on rather simpli�ed models and disregarded practical limitations of the
method such as: 1) how to solve the centralized optimization problem as the number
of subsystems grows large in a realistic power portfolio, and 2) how to make the
solution robust as the optimum of an LP is an extreme point of the feasible region,
which implies that even small perturbations in the data or the disturbances may
change the optimal solution dramatically [RR00]. Furthermore, the control signal to
one of the power plants in Figure 6.1(a) is too aggressive. This behavior must be
regularized in the formulation.
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Figure 6.2: Savings compared to non-controllable load for di�erent values of mcp

6.3 Cost optimal price and load response

In this section, we create a local cost optimizing controller for the supermarket refrig-
eration system, as opposed to the centralized solution summarized above. The control
strategy is still economic MPC, with a cost function re�ecting entirely economic ob-
jectives, but in this case it is decoupled from the production side by electricity price
signals or predictions of these. In addition, we use the forecasted outdoor temper-
atures to take the varying e�ciency of the thermodynamic cycle into account. In
Papers A, C, I, and K this is the recurring scope. The major concern in Papers C
and K is the dedicated optimization method which we will describe in more detail
in Section 8.4. The overall motivation in these papers too, is the price responsive
�exible power consumption and we will highlight the main results in this section.

In the studies the objective is to minimize the term C which we introduced in Sec-
tion 3.4. C is the sum of the instantaneous energy cost of operating the system (the
product of power consumption W and real-time electricity price pel) for the control
horizon [T0, Tfinal]:

C =

∫ Tfinal

T0

pel

(
Ẇc + ẆcF

)
dt.

In all three papers, we use slight variations of the full model described in Chapter 3.
We consider cases with three very di�erent refrigerated units attached to the same
compressor and condenser system. The study include one frost unit with high ther-
mal capacity and low load, and two fridges�one with relatively low thermal capacity
and a high load and another with a higher capacity and smaller load. The units all
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have di�erent temperature ranges. This is to re�ect the composition in actual super-
markets. All parameters, dynamics and constraints for this system are included in
the full model description in Chapter 3. The model dynamics and the constraints are
linear but, as C is nonconvex in the controllable variables Qe and Te, the optimization
problem is nonconvex.

In Papers A and I, we assume perfect knowledge of the predictions (outdoor temper-
ature and electricity price). We use electricity prices from NordPool's hourly el-spot
price for a period of one month. There is a clear trend in these data for each 24-h
period. Therefore, for each hour of the day, we compute the average and use this
24-h signal as the electricity price. Likewise, we use temperature readings from the
Danish Meteorological Institute covering the same month. From these, we estimate
the intra-day variations by a sinusoid with a 24-h period and a phase shift such that
it peaks a couple of hours after noon. The amplitude is 3◦C. We do not include
any unknown disturbances such as unpredictable heat loads on the units. These as-
sumptions lead to a prescient scenario with full knowledge which is of course a crude
simpli�cation. However, the slow dynamics of the refrigeration system allow us to
sample at a very slow rate (once every 32 minutes) as there is no stochastic elements
to a�ect the system in this case. Hereby, we can limit the computational burden of
the non-trivial optimization problem by covering a prediction horizon of 16 h with
just N = 30 samples. The constrained optimal control problem to be solved is non-
linear and nonconvex. We use ACADO [HFD10], a generic nonlinear optimal control
code, to solve the problem.

In Paper B, we analyze the structure of the optimization problem and conclude that
a unique minimum exists within the feasible region. This suggests that a nonlinear
optimization tool, such as ACADO, will �nd the optimal solution. The downside is
still the computational complexity. For the problems presented here, ACADO needs
more than 4 minutes per MPC step to compute the solution (on a 2.8GHz Intel Core
i7). In Papers C and K, as well as in Section 8.4, we address computational methods to
reduce the time needed to compute a solution for the nonconvex constrained optimal
control problem.

Figure 6.3 shows the simulated refrigeration system using the outdoor temperature
and electricity price trajectories to optimize the cost. We clearly observe how the
cold room temperatures are pulled down when there is a combination of low price
and high e�ciency (low outdoor temperature) between 3 and 5 o'clock. The smaller
dips in the price at other times result in less energy being stored in the refrigeration
system. Here we have magni�ed the amplitude of the electricity price by a factor of
four to re�ect a scenario with variable taxes instead of the �at-rate fees on electricity
consumption. With this price structure, the cost savings are above 30 % for the
scenario considered.
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Figure 6.3: Simulation showing how variations in outdoor temperature and elec-
tricity prices are exploited by utilization of thermal storage.

6.3.1 Realistic simulations

In Papers C and K, we demonstrate our method for a realistic model, with a full
year simulation and 15 minute time periods, using historical electricity prices and
weather data, as well as random variations in thermal load. In addition, we implement
very simple predictions of the outdoor temperatures and the electricity prices for the
chosen prediction horizon. Only past values of such parameters can be available to the
controller and we incorporate predictors that can provide a su�ciently good estimate
of the disturbances using a series of past measurements. We use historical data to
train these predictors. Section 7.3 and Papers C and K describe the details and
the accuracy of our simple predictors. With randomly occurring load disturbances,
it is not possible to guarantee that the temperatures are always within the range,
so in lieu of imposing the constraints, we encode the temperature constraints as a
set of soft constraints and tune the back-o�s and penalties so that violations of the
constraints are very infrequent. Refer to the formulation of the soft constraint and
back-o�s in Section 7.2, where we de�ne an additional term in the objective function,
V , that we want to minimize in order to impose the temperature constraints. In
section 8.4, we will describe our SCP optimization routine which allows us to carry
out such extensive testings of the method in a realistic setting, in just a couple of
minutes.
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Figure 6.4: Temperature distribution for selected unit. Simulation over the full year
2010.

In the sequel, we report some of the most interesting results from the full year sim-
ulation in Paper C. Figure 6.4 illustrates resulting temperature distributions for a
selected unit for both control by the conventional thermostat and by MPC. While
both control policies tend to keep the temperatures close to the upper limit most of
the time, we observe how the MPC controller makes use of the entire range for storing
coldness. Figure 6.5 shows the total cooling energy applied to all three units plotted
as a function of the electricity price at the time of use. We observe no correlation
between energy consumption and electricity prices when the thermostat controls the
refrigeration system while we see a clear tendency to apply more cooling at times
with low prices, and vice versa, if we employ the proposed MPC scheme. Figure 6.6
compares the cost-per-period distribution for the system controlled by thermostat
and by MPC, respectively. We observe savings on the order of 30 % for the simula-
tions covering a full year (2010). We �nd that the extra savings gained by having the
full information available instead of using the simple predictors are in the order of
1-2 %. Therefore, more complicated predictors are not needed. The papers present
additional results from this study.

6.4 Regulating power

In Papers A and I, we present an extension of the study of �exible power consumption.
We consider other incentives for load shifting than those already mentioned and
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Figure 6.5: Illustration of demand response in systems controlled by MPC vs. ther-
mostat control.
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Figure 6.6: Distribution of cost-per-period. Simulation over the full year 2010.
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formulate a framework in which the supermarkets can participate in the primary
reserve market. Primary reserves are the fastest acting spare production capacity or
consumption that is made available in advance to the TSO in return for an availability
payment. The reserves are at the disposal of the TSO and can be activated to
regulate the electricity system up, down or both. Up-regulating power corresponds
to increased production or reduced consumption. Down-regulating power corresponds
to decreased production or increased consumption. Activation of the primary reserve
is automatic and linearly frequency-dependent in the range ±200 mHz. Activation is
maintained for up to 15 min (typically 2�3 min) and must be fully restored after 15
min.

We can derive functions for the amount of cooling capacity that can be released as
up-regulating power or extra cooling capacity that can be applied for down regulation
for a period of 15 min for any initial temperature level Tcr. Maximum up-regulating
power is the decrease in compressor work W by reducing the cooling capacity with

Q̇reg÷ = (Tcr,max − Tcr)
m · Cp

900s
,

and similar, maximum down-regulating power is the increase in compressor work by
increasing the cooling capacity with

Q̇reg+ = (Tcr − Tcr,min)
m · Cp

900s
.

Q̇reg÷ and Q̇reg+ are constrained by the constraints on maximum cooling capacity and
compressor work. We introduce new decision variables α÷ ∈ [0; 1] and α+ ∈ [0; 1],
which are the amounts of available up- or down-regulating power that are actually
o�ered to the grid. By this, we can add the following two terms to the objective of
the optimization problem

N∑

k=0

−Cupregk
Wc,k(α÷,kQ̇reg÷,k, Te, Pc),

N∑

k=0

−Cdownregk
Wc,k(α+,k · Q̇reg+,k, Te, Pc),

where Cupreg and Cdownreg are the disposal payments for up- and down-regulating
reserves. Figure 6.7 shows an example similar to Figure 6.3 but with the new cost
function and a scenario of disposal payments downloaded from Nordpool along with
the electricity spot price. We do not show actual activation of regulating power but
make the refrigeration system prepare itself for o�ering the most bene�cial amount
of regulating services at any given time. This simulation reveals an additional saving
of around 50 % compared to the case where only the electricity spot price is used for
optimization. With an increasing penetration of intermittent wind energy, the value
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of regulating reserves is expected to increase [MNPW+10]. Thus, not only the need
for regulating power, but also the incentives to participate in the regulating power
market increase in the future.

6.5 Summary

In this chapter, and in the related papers, we demonstrate a signi�cant potential
for cost savings by using economic MPC to exploit the variations in prices and in
the system's e�ciency. In addition, we show how �exibility can be sold as a service
to the grid in return for an availability payment. In our studies, we do not include
actual activation of the �exibility but focus entirely on making it available while
guaranteeing optimal operation for the refrigeration system. It is very likely that an
activation in a real implementation will take the MPC temporarily out of play while
delivering the up or down regulation of which the MPC has ensured the availability.
Following the activation the MPC will kick in again and bring the system back to
optimal operation. In all cases, we assume that �good� price signals, electricity price
and/or regulating power prices, are available online. This is of course a prerequisite
for the presented methods to work.
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Chapter 7

Uncertain Forecasts and
Models

The optimal solution to a deterministic optimization problem is not always optimal,
nor feasible, in the stochastic case. Therefore, we describe means to handle uncer-
tainties in both the forecasts and in the models of the system. We investigate an
extension to the linear economic MPC that provides robust performance in the pres-
ence of both forecast and model uncertainties. This method is similar to [OPJ+10a]
where energy consumption for climate control is minimized under in�uence of un-
certain weather predictions. Our extension is that, we use a �nite impulse response
(FIR) formulation of the system models that allows us to handle model uncertainties
within the same framework of probabilistic constraints. The computational burden
is signi�cant when the constraints are treated as probabilistic constraints and solved
as a second-order cone program. Consequently, for the fast solutions using sequential
convex programming (Papers C and K), we back o� from the constraints so that
much simpler computations are neeeded.

7.1 Chance constrained economic MPC

In many applications, probability distributions can be quanti�ed for the uncertainty.
If this information is ignored (e.g. by de�ning worst-case costs and invoking con-
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straints over all uncertainty realizations) it can lead to conservative results. In Pa-
pers A and H, we use assumptions of the uncertainty belonging to certain distribution
functions and de�ne the con�dence level (probability) that the constraints in the MPC
should hold with. This approach is similar to the work in, e.g., [VHSB01, OJM08].
[BCH98] and [LVBL98] demonstrate that probabilistic linear constraints can be writ-
ten as deterministic second-order cone (SOC) constraints that are convex provided
the probability involved is greater than 0.5. We demonstrate this for the simple linear
power portfolio example.

To have a system which is linear in the model parameters, we de�ne the system model
in FIR form:

yk = bk +

k∑

i=0

Hiuk−i, Hi =

{
D for i = 0

CAi−1B for i > 0

where y and u are the outputs and inputs, respectively. H are the impulse response
coe�cients, and b is a bias term. The matrices A, B, C, and D de�ne the stan-
dard discrete time state space model. This form is very handy for formulating the
constraints as probability constraints. as the uncertain elements (impulse response
coe�cients) are multiplied with the decision variables.

With this model, we de�ne a stochastic optimization problem (boldface variables are
uncertain)

minimize E
{∑N

k=0 ck
′uk
}
,

subject to umin ≤ uk ≤ umax,
Prob {yk ≥ rk} ≥ 1− α, α ∈ [0; 0.5] ,

yk = bk +
∑k
i=1 Hiuk−i +

∑k
i=1 HD,idk−i,

where c is the cost on the control variables, r is the net power demand trajectory,
d is a disturbance (outdoor temperature), and 1 − α is the con�dence level for the
supply-demand constraint. The distributions of the uncertain elements are given by

1) ck ∼ N(c̄k, σ
2
c ) 2) rk ∼ N(r̄k, σ

2
r)

3) Hi ∼ N(H̄i,Σ
2
H) 4) HD,i ∼ N(H̄D,i,Σ

2
H)

5) dk ∼ N(d̄k, σ
2
d)

,

where 1) and 2) are forecast uncertainties, 3) and 4) describe model uncertainties
while 5) is uncertainty in the disturbances. We can reformulate the probability con-
straint as a deterministic counterpart. The uncertain model descriptions and dis-
turbances lead to second-order cone constraints, while an uncertain power demand
signal just adds a back-o� to the constraint. These two cases can of course easily be
combined. We solve the problem with the constraint Prob {yk ≥ rk} ≥ 1 − α refor-
mulated as its deterministic counterpart. The result is a constraint on the following



7.1 Chance constrained economic MPC 69

 

 

 

 

0 50 100 150 200 250 300 350 400 450 500

0 50 100 150 200 250 300 350 400 450 500

0 50 100 150 200 250 300 350 400 450 500

0

5

10

0

5

10

0

5

10

15

Time

Power consumption

C
o
ld

ro
o
m

P
la
n
t
1

P
la
n
t
2

(a) Power productions from the two power plants
(blue),their power set-points (red), and the con-
sumption in the refrigeration system.

 

 

 

 

0 50 100 150 200 250 300 350 400 450 500

0 50 100 150 200 250 300 350 400 450 500

−30

−20

−10

0

10

20

0

5

10

15

20

Production Net demand Net demand + Cooling

T
o
ta
l
p
ow

er
C
o
ld

ro
o
m

Time

Te

Tcr

Tout

(b) �Total Power� is total power production (blue),
the net demand (with (black) and without (red)
the consumption for refrigeration. Temperature in
the cold room Tcr and the control signal for the
refrigeration system Te. Tcr,min and Tcr,max are
shown with dotted black.

Figure 7.1: Simulation of simple power generation problem with two power plants
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form

Φ−1(α)

∥∥∥∥Σ1/2

[
Upast

U

]∥∥∥∥
2

+ ȳk ≥ rk.

Σ is a covariance matrix, Φ−1 is the cumulative distribution function (CDF) of a zero
mean unit variance Gaussian random variable, Upast is the vector of past inputs and
U is the vector of future inputs. The constraint has the form of a second order cone.
Paper A provides the remaining details on the reformulated constraints.

For the power plant portfolio scenario, that we considered in Chapter 6, we formulate
the constraints on the cold room temperature as well as on balancing supply and
demand as probability constraints. These are rephrased into SOC constraints and
we use the high-level optimization tool Yalmip [Löf08] to solve the second order cone
program (SOCP). Figure 7.1 illustrates the trajectories from the optimizer. Notice
the con�dence intervals, shown as shaded areas around each of the trajectories in
Figure 7.1. The solid lines are the expected outcomes, while the shaded areas are
created by 10,000 simulations with random instances of the noise descriptions. The
95 % percentile is used both in the SOCP formulation and for plotting the shaded
areas. We observe how the amount of back-o� from the boundaries is just enough
to account for the 95 % con�dence interval of the uncertainty descriptions for the
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system. Two drawbacks of this method are: 1) it is con�ned to economic MPC
with entirely linear or quadratic dynamics, constraints and objectives, and 2) the
implementation with SOCP solvers can be computationally demanding and make
the real-time implementation on industrial hardware debatable.

7.2 Simple robust economic MPC

The key topic for Papers C and K is related to the speed of computation. To be able
to implement the methods on industrial hardware, the computations and memory
requirements of the algorithms must be modest. Besides, speed of computation is also
an important concern for the ability to make extensive simulations with a reasonable
little time consumption. For this purpose, we deemed the chance-constraint/SOCP
method too slow. But, as the study in Papers C and K include randomly occurring
heat loads as well as far from perfect predictions, we cannot guarantee that the
temperatures are always in the feasible range. In the papers, we add back-o�s εback−off

to the food temperature inequalities

Tfood,min + εback−off,min ≤ Tfood ≤ Tfood,max − εback−off,max.

[LP96, MCS+10], among others, discuss the use of back-o�s to ensure constraint
satisfaction. The back-o� should account for both the time variations, the statistical
variations, as well as the possible bias terms from model errors. While systematic
methods to choose the su�cient amounts of back-o� exist, we choose to tune the
back-o�s in a heuristic manner using trial and error with realistic simulations. The
variances of the outputs are also important since a lower variance lets us decrease
the back-o� (see, e.g., [MCS+10]). For imposing the constraints, we encode them as
a set of soft constraints, i.e., as a term added to the cost function,

V =

∫ Tfinal

T0

ρsoft,max(Tfood − Tfood,max)+ + ρsoft,min(Tfood,min − Tfood)+dt,

where (a)+ = max{a, 0}. This objective term penalizes violations of the temperature
range constraints. We choose the positive constants ρsoft,max, ρsoft,min, εback−off,min,
and εback−off,max so that violations are very infrequent in closed-loop operation. Due
to the speed of our optimizer, this is possible to do by extensive Monte Carlo sampling.
With this formulation, we ensure a feasible problem even in the presence of uncertain
loads. In our studies, we �nd that less than 0.1◦C back-o� is often su�cient to reduce
violations of the limits to occur only 0.5�1 % of the time. We verify this, e.g., with
histograms of the temperatures, as illustrated in Figure 6.4.
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7.3 Simple predictors for MPC

The economic MPC formulations require a forecast of the exogenous variables such as
the outdoor temperatures and the electricity prices for the chosen prediction horizon.
We can choose to assume full knowledge of such future values or go for a more
realistic implementation where only past values of the parameters can be available to
the controller. In this section, and in Papers C and K, we describe a forecast system
and the involved predictors. With this, we compute a su�ciently good estimate of
both electricity prices and outdoor temperatures, using a series of past measurements.
As the predicted values obviously are not accurate, we must deal with the uncertainty
in the optimization problem as described in the previous section. The contribution
from this section and the previous is primarily to illustrate how well extremely simple
predictors can work with economic MPC in closed-loop. We use the fact that the
optimization problem is nothing but a heuristic for computing a good control and
that the quality of closed-loop control with MPC is generally good without solving
each problem accurately with full knowledge.

We use predictors that are simple to �nd from historical data and require extremely
little computational e�ort in the real-time closed-loop implementation. We use the
historical training data set to construct typical days that describe the mean daily
variation for each month in the year. If, e.g., price is sampled every hour, we get 24
data points for each one of the 12 months. We compute a smooth baseline covering
all 365 days in a year using linear interpolation of two adjacent months. For the
entire historical data set, we calculate the residual (di�erence between baseline and
historical data) and compute a residual predictor by solving the convex optimization
problem

minimize
∑K
k=1 ‖[Rk−n, . . . , Rk]X − [Rk+1, . . . , Rk+N ]‖22 + λ ‖X‖1 ,

for X, where K is the number of data points in the training data set, n is the number
of past data points used for prediction, N is the number of future data points that
we want to predict, X is the n + 1 × N predictor matrix and R are the residuals.
The `1 regularization on the predictor, with positive parameter λ, yields a sparse
predictor matrix [BV04]. By cross-validation with the test data set, we choose λ to
minimize the validation error. We can compute the predictions online in each time
increment by �rst predicting the N future residuals from the n past residuals (n
past measurements subtracted the baseline) and adding these to the baseline of the
corresponding time window.

In Paper C, we evaluate the prediction error from this method, e.g., by plotting the
mean absolute error as a function of prediction horizon and by showing histograms
of the prediction error 1, 4, 12, and 24 h ahead in time. We train with data sets
covering from 1 January 2007 until 31 December 2009 and the simulation/test set
covers the entire year of 2010. Over the horizon, the mean absolute prediction error of
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Figure 7.2: Measurements, baseline and prediction for a randomly chosen point of
time, k. The vertical line indicates k and everything to the left of that
point are past measurements used for prediction while the predictions
are shown to the right of the line.

the outdoor temperature increase from 0 (at N = 0) to around 1.8◦C (at N = 24h),
and the mean absolute prediction error of the electricity price increase from 0 (at
N = 0) to around 5.5EUR/MWh (at N = 24h).

We show an example with baseline, predicted values, and real measurements for a
randomly chosen point of time in Figure 7.2 and give more details in the papers.



Chapter 8

Optimization Methods
Applied to Commercial

Refrigeration

The implementability of economic MPC on industrial hardware depends critically
on the computation e�ciency of the optimization algorithms as well as on the for-
mulation of the optimization problem. In this chapter, we address the optimization
formulations and selected optimization algorithms. For the optimization algorithms,
we restrict ourselves to mainly proof-of-concept studies of publicly available optimiza-
tion software.

In our �rst conceptual studies concerning the refrigeration systems, we aim at formu-
lating the problem (system dynamics, constraints, and objectives) to obtain a fully
linear optimization problem that can be solved by well-established, e�cient tools.
Next, we make the studies more realistic, to actually prove the feasibility and to
clear the way for �rst implementations on industrial hardware, and we use a full
thermodynamic model of the refrigeration system�accepting nonlinearities and non-
convexity. With the formulation of economic MPC as a nonlinear and nonconvex
constrained optimal control problem, we consider several solution methods: 1) we
apply a generic tool to solve the optimization problems directly, 2) we perform a
small study separating the problem in the variables to bring it back to the form of
the linear optimization, 3) we develop a tailored sequential convex programming ap-
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proach for solving the nonconvex optimization. Out of these, we consider the SCP to
be the most promising for price and load �exible consumption by MPC in commer-
cial refrigeration systems, as it accurately models, e.g., the temperature dependent
e�ciencies while being more than fast enough to run in real-time even with limited
computational resources. Below, we summarize all these methods.

8.1 Linear and quadratic optimization

With the simpli�ed model, we can formulate the economic MPC for commercial re-
frigeration as the linear program stated in (6.1). Linear programming (LP) solvers
have been re�ned to a great extent over the last decades and are now available in
both free and commercial editions. Tools like Matlab, also include LP capabilities
for rapid prototyping and recent developments on solvers for linear programming
directly address economic MPC formulations [SEF+13]. Thus, economic MPC solu-
tions employing LPs can be implemented reliably and computationally e�cient for
most applications. Furthermore, the LPs can easily be decomposed in case the central
optimization problems grow too big (e.g., dual decompositions [Sca09] and Dantzig-
Wolfe decomposition [EBJ11]). In Papers E and F, we entirely apply LP solvers
included with Matlab and/or a faster FORTRAN implementation that was available
to us [Jør05]. When we include soft constraints with an `2 penalty on violating the
constraints, the problem becomes a quadratic program (QP) for which similar reliable
optimization tools are available.

In general, we can formulate all the dynamic optimization problems in this class using
the QP form

minimizex f(x) = 1
2x

TQx+ cTx,
subject to Aineqx ≤ bineq,

Aeqx = beq.

x and c are column vectors and Q is a symmetric matrix that must be positive
semide�nite for the problem to be convex. If Q is zero the problem is an LP.

A problem with linear programming in control, is that the optimal point is always
at an extremum of the feasible set. Hence, the solution is not very robust against
uncertainty. Our robusti�cation of the linear economic MPC via chance constraints
in Papers A and H requires solvers capable of handling second order cone programs.
Such solvers are according to our experiences much less computationally e�cient.



8.2 Nonlinear optimization tools 75

8.2 Nonlinear optimization tools

A range of generic optimization tools that are capable of handling nonlinear problems
exist. Many of those use generic formulations of, e.g., sequential quadratic program-
ming (SQP) [BT95]. For the studies in Papers A and I involving the nonconvex
objective terms, we choose to apply the toolkit ACADO to solve the optimization
problems. �ACADO Toolkit is a software environment and algorithm collection for
automatic control and dynamic optimization. It provides a general framework for us-
ing a great variety of algorithms for direct optimal control, including model predictive
control, state and parameter estimation and robust optimization� [HFD10].

With linear dynamics and constraints, we solve the more general dynamic optimiza-
tion problem

minimizex g(x, d),
subject to Aineqx ≤ bineq,

Aeqx = beq,

where g(x, d) is the nonconvex function of the variables x and the exogenous inputs
d. For the refrigeration system, g(x, d) is the energy cost of operation C, which we
de�ned in Section 3.4.

From the analysis in Paper B (see also Figure 8.1), we know that a unique mini-
mum can be found within the feasible region of the optimization problems for the
commercial refrigeration. Thus, we believe without further validation, that the so-
lution found in ACADO is the optimal solution. This method works really well for
testing our concepts. Furthermore, implementation with ACADO is straightforward
and as new features in ACADO now enable code generation for exporting tailored
embedded solvers [HFD11] this approach might also get applicable for practical im-
plementations. However, we did not try this feature and in our studies, we �nd this
implementation too slow. For the price and load response summarized in Section 6.3,
ACADO uses more than 4 minutes to compute each MPC step with a prediction
and control horizon of 30 increments (16 h) on a 2.8GHz Intel Core i7. Adding the
regulating power capability as in Section 6.4 increases the computation time with at
least a factor of three.

8.3 Separation of variables

In Papers B and G, we present a small study with the aim to solve the MPC problem
with the accurate refrigeration model but using standard LP and QP solvers as in
Section 8.1. To do this, we omit the isentropic e�ciency of the compressor and �t �rst
order polynomials (with the coe�cients α1, β1, α21, α22, and β2) for the enthalpy
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di�erences to describe the compressor work on the simpler form

Wc = Q̇e
α21Te + α22Pc + β2

α1Pc + β1
.

We propose an optimization routine in which we separate the problem over the vari-
ables Q̇e and Te. We �x Te to a feasible initial guess and solve the optimization
problem for Q̇e. We keep the linear constraints and formulate the �rst objective
function as

g(Q̇e) =

N∑

k=1

pel,kQ̇e,k
α21Te + α22Pc,k + β2

α1Pc,k + β1
.

This is a the linear program

minimizeQ̇e
CT1 Q̇e,

subject to Aineqx ≤ bineq,
Aeqx = beq,

where C1 combines all the constant terms. Next, we can �x Q̇e to the solution from
the �rst optimization and solve the problem for Te. Pc is a constant vector in time
and Q̇e is the optimal cooling capacity found as the solution to the linear program
above. We formulate the objective function as

g(Te) =

N∑

k=1

cel,kQ̇e,k

(
α21

α1Pc,k + β1
Te,k +

α22Pc,k + β2

α1Pc,k + β1

)
.
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The last term is constant with respect to Te and can be omitted in the optimization
problem. The optimization problem is again a linear program

minimizeTe CT2 Te,
subject to Aineqx ≤ bineq,

Aeqx = beq,

where C2 combines all the constant terms. From Figure 8.1, we can verify the se-
quence of optimizing over Q̇e �rst. Solving the two linear programs is much more
e�cient than performing one solve with a generic tool. If the solution is feasible,
we are done at this point. However, the constraint on Wc,max includes both decision
variables and can only be checked after they have been computed. Thus, if violations
occur, we must limit the solution at those points and rerun the two optimization
problems. Some iteration can be necessary in order to remove all violations.

We test this method for some simple scenarios and compare with the solution obtained
with ACADO. In these cases the solutions are almost identical. In spite of this, we
did not �nd any way to prove the optimality of this separation technique. Also,
to be able to separate the optimization problem in the �rst place, we had to make
some simpli�cations by �tting the polynomials for enthalpy di�erences and �nally,
the limit-and-rerun procedure is a bit add-hoc for solving this problem. On the other
hand, solving the repeated LPs involved can be done with much greater reliability
and speed than solving the nonlinear problem as it is.

8.4 Sequential convex programming

In Papers C and K, we propose a variation on model predictive control to achieve
the goal of minimizing the total energy cost, using real-time electricity prices, while
obeying temperature constraints on the zones. Our formulation (choice of variables)
results in an optimization problem with linear constraints, but an objective function
that is nonconvex (see the model in Section 3.4). To handle this nonconvexity, we
propose a sequential convex optimization method, which typically converges in fewer
than 5 or so iterations. Instead of a generic SQP (or other) method, we use a se-
quential convex programming (SCP) method, in which the objective is approximated
by a convex function in each iteration; the equality and inequality constraints, which
are convex, are preserved, giving us the speed and reliability of solvers for convex
optimization [BV04]. Our method, like SQP, involves the solution of a sequence of
(convex) quadratic programs (QPs), but di�ers very much in how the QPs are formed.
In SQP, an approximation to the Lagrangian of the problem is used; the linearization
required in each step can end up dominating the computation [DSD11]. In our SCP
method, the convexi�cation step needed in each iteration is straightforward. Unlike
SQP, our method does not exhibit terminal quadratic convergence, but since our
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method converges in practice in just a handful of iterations, this does not seem to be
an issue, at least in this application.

We express the energy cost function C using the coe�cients of performance, COP,
(ηCOP(t) and ηCOP,F(t) respectively),

C =

∫ Tfinal

T0

pel

(
1

ηCOP
Q̇e +

1

ηCOP,F
Q̇eF

)
dt.

ηCOP(t) and ηCOP,F(t) are complicated functions of the outdoor temperature and of
the controllable variables Q̇e and Te. For any given values of these variables we can,
however, compute the coe�cients of performance. We solve the optimization problem
iteratively using convex programming, replacing the nonconvex cost function C with
a convex approximation,

Ĉi =

∫ Tfinal

T0

pel

(
1

η̂iCOP

Q̇e +
1

η̂iCOP,F

Q̇eF

)
dt,

where η̂iCOP and η̂iCOP,F are calculated for the ith iteration using Q̇i−1
e and T i−1

e found
in the previous iteration. Thus, in each iteration, we solve a convex optimization
problem, which can be done very reliably and extremely quickly. Our approximation
in each step is simple and natural: We use the coe�cient of performance calculated
for the last iteration trajectory. To avoid oscillations from iteration to iteration we
add proximal regularization (penalizing large deviations from the solution found in
the previous iteration)

ϕprox = ρprox

N−1∑

k=0

‖Q̇ke − Q̇k,prev
e ‖22,

where the superscript `prev' indicates that it is the solution from the previous iter-
ation and ρprox is a constant weight chosen to damp large steps in each iteration.
Furthermore, we add a quadratic penalty on the rate-of-change of Q̇e,

ϕroc = ρroc

N−1∑

k=1

‖Q̇ke − Q̇k−1
e ‖22.

This regularization term serves two purposes: it improves the convergence of the
sequential programming method, and also discourages rapid changes or switches in
compressor levels, which helps reduce wear and tear of the compressor. Adding the
two regularization terms to the linear objective formed by Ĉ+V , results in a QP which
we must solve once in each iteration. V imposes the soft temperature constraints as
we showed in Section 7.2.

Algorithm 1 outlines the method. We de�ne the set Ω as all (Q̇e, Te) that satisfy
the system dynamics and the constraints from Chapter 3. Paper C gives further
algorithmic details, concerns and evaluations.
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Algorithm 1 Iterative optimization with nonconvex objective.

Initialize

Q̇0
e , T

0
e , and i = 1.

Compute

η̂iCOP and η̂iCOP,F, as functions of {Q̇e, Te}i−1 and Ta.

Solve

minimize Ĉi + V + ϕprox + ϕroc,

subject to (Q̇i
e, T

i
e ) ∈ Ω,

T
Tfinal,i
food = (Tfood,min + Tfood,max) /2,

Update

Q̇i
e, T

i
e , and i = i+ 1

Repeat until convergence.

Recent advances in convex optimization allow for convex QPs to be solved at millisec-
ond and microsecond time-scales. We use CVXGEN [MB12] to generate a custom
embedded solver for ultra fast computation of each convex QP in the sequential ap-
proach. With this implementation the optimization problems solve in the order of a
handful of milliseconds per MPC step which is more than fast enough for real-time
implementation. We use a prediction horizon of 24 hours, with non-equidistant sam-
pling. The �rst 6-hour interval is sampled every 15 minutes, followed by the second
6-hour interval sampled every 30 minutes, and the last 12-hour interval is sampled
every hour. This gives us a total of 48 values to describe the 24-hour period. Several
software packages for fast, embedded optimization of convex QPs exist, including
the beforementioned code-generation feature in ACADO and tools like FORCES
[Dom12, DZZ+12] or FiOrdOs [Ull11] that are all publicly available.

8.5 Summary

The SCP technique presented, prove to be really e�cient and inspired by this, we
choose to implement variations of it to solve the wind power problems considered
within the scope of this project. In the case of the commercial refrigeration system,
one feature that makes the SCP method work extremely well, is the ability to formu-
late the system as mostly linear and convex. We have all nonlinearities boiled down
to one factor, the e�ciency, which we choose to regard as a constant in each iteration.
For the wind power problems, this is not the case, however, we demonstrate that the
method can still be applied. Thus, an important contribution from this thesis is the
successful application of the SCP approach to solve economic MPC problems for a
range of speci�c industrial systems. We elaborate on the SCP implementations for
the wind power problems in Chapter 9.
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Chapter 9

Wind Power on the
Grid�Two selected aspects

In this chapter, we focus our attention on two aspects from the production side of
the power grid, more speci�cally, from the control of wind power plants (WPP). We
present results related to economic MPC for 1) dynamic operation of a wind turbine
and a connected local electrical storage device or other deferrable load, and 2) static
optimization for a farm of wind turbines. For the single turbine, we take varying
wind speed into account, with the goal of maximizing the total energy generated
while respecting limits on the time derivative (gradient) of power delivered to the
grid. On the farm level, we consider the static problem of �nding the optimal power
set-points to the individual wind turbines in the farm at given wind conditions. Our
motivation for these investigations is twofold: 1) We see several pro�table synergies
with our contributions to the control of supermarket refrigeration. This is both
in terms of applying similar economic optimizing predictive control strategies and
in terms of directly utilizing the �exibility from, e.g., supermarket refrigeration to
balance �uctuating wind power production. 2) We aim at controlling wind power so
it can be seen as a part of the solution for a reliable and e�cient future power grid,
instead of being considered as the cause of the problem of balancing electricity supply
and demand.
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9.1 Utilizing storage for ensuring power gradients

A main challenge with wind power is its �uctuating nature that can make it prob-
lematic to stabilize the power grid. To minimize this risk, a technical document (the
Grid Code (GC)) sets out the rules, responsibilities and procedures governing the
operation, maintenance and development of the power system. It is a public doc-
ument periodically updated with new requirements and it di�ers from operator to
operator. Countries with large amounts of wind power have issued dedicated GCs
for its connection to transmission and distribution levels, focused mainly on power
controllability, power quality and fault ride-through capability [IHSC07, SS09]. Par-
ticularly, Denmark establishes some of the most demanding requirements regarding
active power control [Elt04]. One of the regulation functions required, is a power
gradient constraint that limits the maximum rate-of-change of non-commanded vari-
ations in the power output from the WPP to the grid. As of today, this constraint
is softened if the power production in the WPP drops due to the lack of wind. This
is merely out of necessity and the GCs are expected to tighten further regarding this
requirement. Ensuring slow power gradients reduces the risk of instability in the grid,
allows the TSO time for counteracting the change, and improves the predictability of
power output, enabling the WPP owner to put less conservative bids on the power
market.

Energy storage strikes the major problems of wind power. However, the additional
cost of batteries or other types of energy storage is usually the showstopper, at least
as the market is today. We have shown how thermal capacity, e.g., in supermarket
refrigeration, can be utilized for �exible power consumption and it is very likely that
such techniques can play a major role instead of adding expensive battery technolo-
gies.

In our studies, we use the turbine inertia as an additional energy storage device, by
varying the turbine's rotational speed over time, and coordinate the �ows of energy
from the wind to the grid and to/from the storage. This is based on our �ndings in
Papers D and M. We utilize predictive control with forecasts of the wind speed to
ensure very low power gradients e.g., less than 3 % of the rated power per minute.
The papers and Chapter 4 elaborate on the model of the turbine. Also, recall the
penalty (which we wish to minimize) for violating a target maximum value of power
rate of change, G (in W/s):

Rpen =

∫ T

0

(|Ṗgrid(t)| −G)+ dt,

where (b)+ = max(b, 0), which is subtracted from the overall economic objective of
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maximizing the amount of energy delivered to the grid

E =

∫ T

0

Pgrid(t) dt.

The two terms in the objective function form a bi-criterion. The trade-o� between
these terms can be regarded as a mean-covariance trade-o�, similar to the trade-o�
applied in the Markowitz portfolio optimization problem [MT00, Mar12]. In these
studies, we disregard the interconnection of the turbines through the wind �eld. This
is the focus of a study that we present in Section 9.2.

9.1.1 Dynamic model formulation

The system dynamics are nonlinear, and the constraints and objectives are not convex
functions of the control inputs. Consequently, the resulting optimal control problem is
di�cult to solve for its global optimum. In Paper D, we show how the optimal control
problem can be formulated as a convex optimal control problem, i.e., one with linear
dynamics convex constraints, and a concave objective functional (to be maximized).
The trick is a novel change of variables, to work with power �ows and energies solely.
This implies that the problem can be solved globally, in a computationally e�cient
and reliable way. In our formulation, we choose the quantities

Pg(t), Pgrid(t), Pchg(t), Pw(t), Q(t), K(t),

over the time interval 0 ≤ t ≤ T . K(t) = (J/2)ωg(t)2 is the kinetic energy stored in
the rotational motion and Pw(t) = Tr(t)ωr(t) is the power extracted from the wind.
The rotor speed can be expressed in terms of the kinetic energy as

ωr(t) = (1/N)
√

(2/J)K(t).

We express the dynamics of the turbine in terms of the kinetic energy as

K̇(t) = Jωg(t)ω̇g(t) = ωg(t)

(
Tr(t)

N
− Tg(t)

)
= Pw(t)− Pg(t)/ηg,

which is a linear di�erential equation relating K, Pw, and Pg(t). The limits on rotor
speed can be expressed as limits on kinetic energy, as

(J/2)ω2
g,min ≤ K(t) ≤ (J/2)ω2

g,max,

and the generator torque is

Tg(t) =
Pg(t)

ηg

√
(2/J)K(t)
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so the generator torque constraints translate into

0 ≤ Pg(t) ≤ ηg

√
(2/J)K(t)Tg,max,

which is a convex constraint on Pg(t) and K(t), since
√

(2/J)K(t) is a concave
function of K(t). We de�ne the available wind power, as a function of wind speed
and kinetic energy,

Pav(v,K) = max
βmin≤β≤βmax

Φ(v, (1/N)
√

(2/J)K,β)v3,

where

Φ(v(t), ωr(t), β(t)) = (1/2)ρACP(v(t), ωr(t), β(t)).

By de�nition, we have

Pw(t) ≤ Pav(v(t),K(t)), (9.1)

which states that the extracted wind power cannot exceed the maximum available
power. As β varies over its range, the extracted power varies from 0 to Pav. In other
words, by blade pitch control, we can vary the extracted power from 0 up to the
maximum available power. We de�ne the function Ψ(v,K, Pw) as the value of β that
gives the extracted power Pw. For the constraint (9.1) to be convex, for each wind
speed v, Pav must be a concave function ofK. This is the case with realistic coe�cient
of power models, as explained in Paper D. We use piecewise linear approximations
to implement Pav in the controller.

9.1.2 Optimization problem

We solve the optimal control problem for a single turbine using the convex formula-
tion:

maximize E − λRpen,
subject to

constraints de�ned in Chapter 4,
and in the convex formulation above,

(9.2)

where the variables are Pg, Pgrid, Pchg, Pw, Q, and K (all functions of time). The
optimization uses an initial state of the dynamic variables K(t) and Q(t) as well
as known, or estimated, wind speeds for the interval. We allow for overspeed up
to 150 % of the rated speed but penalize this in the objective function so that it is
infrequent and only happens when needed for ensuring the power gradient constraint.
For details, see Paper D.
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9.1.3 Simulation results

Figure 9.1 shows the output from the optimizer for a selected scenario where the
wind speed drops from 12 m/s to 10 m/s over a period of 20 s. This equals a drop in
available power (given in per unit (pu), i.e., normalized by Prated) from around 1.2 pu
to 0.7 pu. Figure 9.1 illustrates that the turbine operates at its maximum rated power
whenever possible, i.e.in the period 0�80. Up to sample 80, all the power is sent to
the grid and nothing is directed to the storage. Around sample 80, the controller
prepares for the predicted reduction in available power by diverting more and more
power to the storage. This is done in order to follow the commanded gradient on the
power delivered to the grid while adjusting for the new level of available power after
the decrease in wind speed. Shortly before the wind speed changes, we see that Pw

increases. This extra power is used to spin up the rotor speed such that the rotational
energy can be used to prolong a higher power generation in the generator when the
wind speed drops. Note, how this cuts o� the peak of the needed storage capacity. As
we allow for overspeed of the rotor, we �nd that the intelligent utilization of rotational
inertia can cut o� up to 30 % of the need for storage capacity. In addition, this very
local and fast acting type of storage can have other bene�ts in terms of reducing high
frequency power �uctuations to the storage. In this simulation, we assume perfect
knowledge of the predicted wind speed.

9.1.4 MPC with wind data and forecasts

We show simulations with real wind data series measured at the Danish wind tur-
bine test site Høvsøre in 2004. The controller bases its decisions on a prediction of
future wind speeds. We use the predictions generated in [NMS04, NM04] by modern
continuous time formulations of the predictors. The predictors use upstream wind
speed information from other turbines or measurements located several hundred me-
ters in front of the turbine. For the simulations in this section, we implement an
economic optimizing model predictive controller to address the closed-loop control
of a single wind turbine. Our controller repeatedly solves the optimal control prob-
lem in (9.2). Consequently, the aim is to maximize the power delivered to the grid
while obeying the strict requirements to power gradient constraints. This objective
function relates to maximizing the pro�t within the limits of mechanical as well as
regulated constraints. In paper D, we provide simulations with three di�erent wind
scenarios and Figure 9.2 illustrates one of the three scenarios which covers 215 min-
utes of operation with a signi�cant drop in wind speed. Figure 9.2 illustrates the
wind scenario (measurement and prediction), the wind speed prediction error, power
delivered to the grid, and the distribution of power gradients. We compare our con-
troller to the nominal controller in the full Simulink model for the NREL 5MW wind
turbine [JBMS09, GSK+10]. This turbine delivers all the power it produces directly
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Figure 9.1: Test of power gradient satisfaction. We use pu as the unit for all quan-
tities and let the wind speed drop from 12 m/s to 10 m/s linearly from
sample 99 to 101.
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to the grid and the pitch and generator torque control is based on gain-scheduled
PI controllers that track optimal set-points given as look-up tables. Figure 9.2 show
how the heavy �uctuations in power delivered to the grid almost disappear with our
MPC controller. We see a much smoother power signal which is supported by the
histograms that clearly show how the rate of change of the power (with a few excep-
tions) is limited to the ±3%/minute range that we allow in the problem formulation.
This comes at a cost of just a 0.42% reduction in total energy delivered to the grid.

9.1.5 SCP for wind power gradients

In Paper M, we solve the same problem without transforming the problem into a
convex optimal control problem. Instead, we choose to solve the optimization problem
iteratively using convex programming, replacing the nonconvex terms with convex
approximations. In each iteration, i, we perform a �rst-order Taylor expansion of the
nonconvex parts around the operating point found in iteration i− 1, estimating the
derivatives that involve table look-ups by perturbing the parameters. Thus, in each
iteration we solve a convex optimization problem. This algorithm is inspired by our
work with the refrigeration system (Section 8.4) and is thus closely related to that
SCP method. In this case, we also add proximal regularization tuned to damp large
steps from iteration to iteration. We refer the reader to the paper for the algorithmic
details of this implementation. When initialized with the trajectory from the nominal
controller, the proposed method generally converges in 5�10 iterations. In MPC,
however, the open-loop trajectory from the previous run of the optimizer, shifted one
time step, is an excellent guess on the next solution and is well suited for warm-
starting the algorithm. Using this warm start initialization, the method generally
just need a couple of iterations to converge. The results are almost identical to those
produced by the convex formulation above. It is clear that the change of variables,
rendering the problem convex, is far superior to the SCP method in all cases where it
is applicable (for obvious computational reasons as well as for reliability). Still, the
SCP approach appear to be quite e�cient for this application as well.

9.2 Power maximization for wind farms

In this section, we compute a static economic MPC that operates a wind farm such
that the combined power production is maximized for a given wind speed. Extracting
maximum power from each wind turbine in a WPP in a greedy manner does not
always result in maximal power output for the entire farm. Accordingly, a wind farm
controller is needed to fully exploit the potential of the installed capacity and to
reduce wear and tear of the mechanical structures [PJ09]. Examples of wind farms in
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(c) Nominal controller: Pgrid (solid black),
maxPav (dotted green), and ∆Pgrid/sample
(dashed red).
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Figure 9.2: Closed-loop simulation of MPC controller with a real wind scenario.
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Denmark can have yearly productions around 600 GWh (Horns Rev I) and up to 1600
GWh (Anholt). Typically, the power sales price is guaranteed to be at a �xed level for
around 10 years of operation. The prices vary from around 44.25EUR/MWh (Horns
Rev I) to around 140.85EUR/MWh (Anholt). With such production levels and power
prices, an average change in power output of just 1 % changes the yearly revenue by
0.265�2.253 million EUR. Thus, slight improvements in the average extracted power
can have a signi�cant impact on the economics of operating the wind farm.

9.2.1 Problem formulation

In Paper L, we present a method to provide optimal steady-state operating points
for several turbines in a WPP. The novelty in our paper is that we use very little
knowledge and as few analytic expressions as possible for formulating the optimiza-
tion problem. We adopt the wind farm model that was derived in [BW10a] and
validated in [BW10b], together with our simple linear turbine interaction models (see
Section 4.1.3), and use it as a black-box model. In spite of the lack of analytic ex-
pressions for this model, we can evaluate the outputs (e.g., local wind speeds, local
power production, local wind de�cits, etc.) rather quickly for any given values of
the parameters (such as ambient wind speed and direction, power set-points, etc.).
By perturbing this model, we approximate the derivatives needed. We use an SCP
approach in which we solve a series of the approximated (convex) problems until con-
vergence. Due to the mechanical design, wind turbines cannot extract power from
arbitrarily low wind speeds. This introduces on/o�, or integer, variables into the
optimization problem. We chose to implement these in the framework of sequential
convex optimization as well, using a relaxation of the binary constraints and linear
approximations to penalize deviations from 0 or 1. This is combined with a rounding
routine to ensure strictly binary variables. When the approximated binary variables
do not converge to either zero or one, we force the lowest ones to zero and repeat the
optimization. If some of the approximated binary variables still deviate from either
zero or one, the procedure is repeated. As we demonstrate in the paper, this is a
major contribution from this study.

9.2.2 Optimization problem

Our objective function has three terms. The primary objective is to maximize the
sum of power outputs from the entire WPP. The second is a penalty ϕint (which we
want to minimize) on the integer variables deviating from either 0 or 1, and the third
term ϕprox is a proximal regularization to damp oscillatory behavior that can occur
due to several radically di�erent solutions of the power set-points having almost the
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same outcome in the objective function. Thus, in each iteration k we solve

maximize P ktotal + ϕprox + ϕint,
subject to (p̂ki , v̂

k
i , σ̂

k
i ) ∈ Ω, i = 1 . . . n,

(ûki , η̂
k
int,i) ∈ Ωint, i = 1 . . . n.

where '̂ ' indicate that this is the approximation we obtain in the iteration. With the
constant, negative, weight ρprox, we have

ϕprox = kρprox‖ [p1, p2, . . . , pn]
k−1 − [p1, p2, . . . , pn]

k ‖∞,

Likewise, ρint is a constant, negative, weight. We de�ne

ϕint = ρint

n∑

i=1

ηint,i,

and
ηint,i ≤

(
uk−1
i

)2 − uk−1
i +

(
2uk−1

i − 1
) (
uki − uk−1

i

)
.

The right hand side of the last equation is a linearization of (u2
i − u) around the

point uk−1
i . We de�ne the set Ωint as all (ui, ηint,i), i = 1 . . . n that satisfy 0 ≤

ui ≤ 1 and the constraint on ηint,i shown above. Furthermore, the set Ω contains all
(pi, vi, σi), i = 1 . . . n, that satisfy the power constraints, and the farm interaction
model. In each iteration, the farm model is evaluated at the operating point found
in the previous iteration and with small perturbations, in order to �nd linear �rst-
order approximations of the available power pwi

, the wind de�cit di, and the wind
turbulence σi, for each turbine in the farm.

9.2.3 Results

In Figure 9.3, we show the resulting power set-points for a small wind farm with
four turbines in a row parallel to the wind direction. As described in Chapter 4,
we benchmark our method against a �greedy� control scheme. The �gures show the
comparison of the two methods. The di�erences in produced power Ptotal, for the two
control strategies, are reported in the captions. The cases shown in the �gure reveal
huge improvements but we should point out that these are quite special scenarios.
In the illustrated scenarios, the optimal power set-point distribution can keep more
of the turbines above the cut-o� level. The cut-o� level is the minimum amount
of power that the turbine can produce due to mechanical constraints. If the power
set-point is below the cut-o� level, the turbine does not produce any power. In the
more general case, the improvement is usually around 2 %. We give further results
on the optimization and on the approximate integer constraints in Paper L.
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(b) v0 = 6.99m/s. Improvement: 50 %

Figure 9.3: Test of power set-point optimization (blue circles) vs. �greedy�, indi-
vidual turbine control (red stars) for small farm. The dotted blue line
is the cut-o� (Pmin).

9.3 Summary

In this chapter, we demonstrate how the distribution of individual power set-points
to the turbines in a wind farm can be optimized for given wind speeds and directions
using only very little information about the complicated dynamics that couple the
turbines mutually. On the individual turbine level, we successfully show how model
predictive control can utilize both rotor inertia and external sources of energy storage
to ensure strict requirements on the power rate-of-change. An important contribution
to the control of individual turbines, is our change of variables that results in a convex
formulation that we can solve very e�ciently. It would be a natural extension to
combine the farm level controller with the individual turbine MPC, however, this is
outside the scope of this thesis.



92 Wind Power on the Grid�Two selected aspects



Chapter 10

Conclusions and Perspectives

In this thesis, we have looked at problems in the design and implementation of eco-
nomic model predictive control policies for two industrial applications: Commercial
refrigeration and power production by wind turbines. For the refrigeration systems,
the goal is to enable �exible and e�cient power consumption, and for the wind tur-
bines, we aim at improving power quality and integrability to the grid. In this section,
we o�er some concluding remarks, possible extensions, and directions for future re-
search.

Compared to our vision, which is repeated below, we have come a long way. Our
vision is that, by enabling the use of energy storage in supermarkets, we open up
the possibility of reducing operational costs and create completely new business op-
portunities for selling regulating power to the grid. Moreover, this enables a larger
penetration of wind energy in the power production and increases the potential market
size for wind turbine generators and other renewable energy sources. Thus, we aim at
promoting the use of environmental sustainable power production technologies while
creating new business opportunities.
We show that this is indeed feasible and present promising methods to overcome
many of the challenges that we face when implementing such advanced control meth-
ods on the commercial refrigeration and the wind turbine systems. In addition to
accomplishing successful feasibility studies for our methods on these speci�c applica-
tions, we show the techniques and �rst steps that pave the way for real commercial
implementations. We demonstrate a potential for signi�cant savings in operating
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costs and reveal promising means, for both the power consumer side and for the pro-
ducers of wind power. By economic MPC, we counteract some of the problematic
features of intermittent, renewable energy sources on the power grid. In line with our
hypothesis, we demonstrate that intelligent utilization of the possibility for storing
energy as thermal energy in the refrigeration system can lower the operational cost
considerably, compared to current control solutions, as well as enable �exible power
consumption that can bene�t the power grid. We show that economic MPC is indeed
an appealing method to enable this functionality.

10.1 MPC for commercial refrigeration

In Chapter 6 and in Papers A, E, I, C, F, and K, we describe model predictive con-
trol technologies that enable �exible power consumption in supermarket refrigeration
systems. We provide solutions that make active use of the thermal energy stored in
the systems. By controlling the thermal energy storage, we optimize the cost of op-
eration with respect to, e.g., price signals and outdoor temperature predictions while
observing the speci�ed temperature ranges for safe food storage. We have extended
this study to include primary regulating power which is a type of �exibility that can
be sold to the balance responsible parties on the power grid. In the future, other
types of regulating power, or new ways of making and communicating incentives for
�exible power consumption, can be tested with the refrigeration systems. Further-
more, our method is not con�ned to refrigeration systems and we believe that it can
be adapted to control other applications that hold some thermal (or other kind of)
storage capabilities as a bi-product of the original intent with the systems. This could
be, but is not limited to, air-conditioning, heat pumps, district heating, ice banks,
plug-in electric vehicles, hydrogen storage, gasi�cation, or batteries.

10.2 Robust economic MPC

A considerable challenge in these methods is the accuracy of the system models and
of the forecasted disturbances. In our work we have put a lot of e�ort into posing the
problems and the models as simple as possible, focusing on the important dynamics
and details only. In particular, simple control oriented models are needed for the
supermarket refrigeration systems where rather generic controllers are used for a vast
variety of systems and con�gurations today. We expect that the implementations of
our proposed controllers should be performed concurrently with some online system
identi�cation of the key parameters in the system. In Chapter 7 and in Papers A,
H, and C, we address a couple of approaches to make the MPC formulation more
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robust against uncertain and inaccurate knowledge. We give a formulation of chance-
constraints with FIR models of the system, that explicitly incorporates knowledge
about the probability distributions of uncertainty in both forecasts and impulse re-
sponse coe�cients in the system model. The main disadvantage of the presented
approach is the need for second-order cone constraints. A fast solver that exploits
the structure of an MPC problem with SOC constraints would be a good future step
in the direction of proving the practical implementation of this method. In addition,
such a solver should export embedded solvers for that class of optimization problems,
too. Another drawback is that we must have the probability density functions for the
uncertainty at hand in order to compute the SOC constraints. With the work in Pa-
per C, we show that a much simpler approach with extensive sampling for tuning of
safety margins on the constraints and of the penalties associated with soft constraints
can work well in practice.

10.3 Optimization and sequential convex program-

ming

Our �rst results in this thesis focus on linear formulations that can be solved using LP
or QP (or SOCP in the case of chance-constraints) optimization tools. To extend this,
we use generic nonlinear optimization tools to solve a problem with a less simpli�ed
nonconvex objective function. In Chapter 8 and in Papers C and K, we provide
an e�cient solution for the more realistic nonlinear and nonconvex description of
the refrigeration system and the economic objectives. Our SCP method successfully
computes real-time solutions for the nonlinear systems. In this project, we have
tested this approach on both the commercial refrigeration system, on a dynamic wind
turbine control problem, as well as for a static optimization of the wind farm power
set-points. Thus, we demonstrate the method on at least three di�erent problems with
good results. Implementation of such methods directly on the embedded processors
in commercial systems is a natural and interesting next step.

10.4 MPC for wind power

The results presented in Chapter 9 and in Papers D and M, successfully show that
an economic optimizing MPC approach, very similar to the one we developed for the
supermarket refrigeration systems, can play an important role in the control of wind
turbines, especially for reducing the undesirable �uctuating nature of wind power.
The synergies between �exible power consumers, e.g., refrigeration systems as in this
thesis, and �uctuating power producers is a very interesting �eld of future research.
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In this thesis, we have only scratched the surface of this �eld. Our studies reveal
how well cognate techniques can be used to control both the consumption and the
production side of the power grid. The studies in this thesis point to the potential
for future co-control of such applications. Another important observation is that by
a novel change of variables, we are able to rely entirely on very robust, e�cient, and
well-proven convex optimization methods to solve the wind power gradient problem.
Paper D demonstrates this.

10.5 Perspectives and future work

There are many directions to explore for further improvement of the methods pre-
sented in this thesis. One immediate need is development of prototypes and extensive
real-life testing to de�nitively prove the economic potential, evaluate the potential
for a higher penetration of renewable energy sources, and judge the robustness. Such
tests are needed to �nally decide if more sophisticated methods such as chance-
constraints or the like must be pursued in future research. Models, tuning and veri-
�cation of robustness and performance are challenges that now limit the implemen-
tation of MPC. In some cases, simpler control strategies for online implementation
might be possible to extract by analyzing the behavior of the MPC in simulations. If
this simpler method can mimic the MPC in most operating conditions and provide,
say 80 % of the performance, overview and benchmarking studies of such approaches
can be of interest. Furthermore, one can evaluate the worst case scenarios for the
speci�c application before implementing more advanced handling of robustness. This
might not always lead to overly conservative control strategies and should therefore
be considered at �rst.

For the method to be applicable for a real refrigeration system, there is at least one
missing link at the moment. When we transform the system description, we assume
that the cooling capacity can be controlled directly. However, in reality a valve at the
inlet to the evaporator controls the �lling and the �ow of refrigerant (the superheat
temperature) and a simple conversion between cooling capacity and valve opening
must be added. Future work on dedicated, tailored optimization routines for the non-
trivial problems that arise in our MPC formulations would be interesting directions as
would a combination with and test of some of the alternatives for exporting embedded,
customized solvers, that we have mentioned in this thesis. Alternative approaches
such as a change of variables to convert the problems into standard forms are also of
interest.

As of today, the lack of suitable business models, reward schemes, tax structures, and
other incentives is a show stopper for moving a lot of the smart grid technologies,
including parts of the schemes developed in this project, to a commercial setting
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outside the research communities. We are certain that policy makers and the creation
of attractive business cases must go hand-in-hand with the technology. We believe
that these changes inevitable will be driven by the energy challenges of satisfying
the growing demands, securing su�cient energy sources, and meeting the challenges
of climate changes and pollution. Hence, research in the enabling technologies will
continuously play an important role in the years to come. In the meantime, companies
can develop and brand products to be �Smart Grid Ready� just as our TVs for a while
have been marked with �HD Ready�.
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a b s t r a c t

Considerable amounts of energy are consumed in supermarket refrigeration systems worldwide. Due to
the thermal capacity of refrigerated goods and the rather simplistic control most commonly applied,
there is a potential for distributing the system load over time in a more cost-optimal way. In this paper
we describe a novel economic-optimizing Model Predictive Control (MPC) scheme that reduces oper-
ating costs by utilizing the thermal storage capabilities. A nonlinear optimization tool to handle a non-
convex cost function is utilized for simulations with validated scenarios. In this way we explicitly address
advantages from daily variations in outdoor temperature and electricity prices. Secondly, we formulate
a new cost function that enables the refrigeration system to contribute with ancillary services to the
balancing power market. This involvement can be economically beneficial for the system itself, while
crucial services can be delivered to a future flexible and intelligent power grid (Smart Grid). Furthermore,
we discuss a novel incorporation of probabilistic constraints and Second Order Cone Programming
(SOCP) with economic MPC. A Finite Impulse Response (FIR) formulation of the system models allows us
to describe and handle model as well as prediction uncertainties in this framework. This means we can
demonstrate means for robustifying the performance of the controller.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

To obtain an increasing amount of electricity from intermittent
energy sources such as solar and wind, we must not only control
the production of electricity, but also the consumption of elec-
tricity, in an efficient, flexible and proactivemanner. The facilitation
of wind generated electricity by price optimized thermal storage
has been described in Ref. [1]. In contrast to the current rather
centralized power generation system, the future electricity grid
will be a network of a very large number of independent power
generators. The Smart Grid is the future intelligent electricity grid
and is intended to be the smart electrical infrastructure required to
increase the amount of green energy significantly. The Danish
transmission system operator (TSO) has the following definition of
Smart Grids which we adopt in this work: “Intelligent electrical
systems that can integrate the behavior and actions of all connected

users e those who produce, those who consume and those who do
both e in order to provide a sustainable, economical and reliable
electricity supply efficiently” [2].

In Denmark around 4500 supermarkets consume more than
550,000 MWh annually. This corresponds roughly to 2% of the
entire electricity consumption. The installed cooling capacity
equals an electrical wattage ranging from 10 to 200 kW, depending
on the supermarket size. Refrigerated goods make up a large
capacity in which energy can be stored in the form of “coldness”.
The hysteresis control policy most commonly used today does not
exploit this and a large potential for energy and cost reductions
exists. Preliminary investigations have been carried out in Larsen
et al. [3], Hovgaard et al. [4], and in this paper we further analyse
this in a realistic setting. Furthermore a novel formulation of the
cost function enables the supermarket refrigeration system to
benefit from the enablement of flexible power consumption.

In this paperweutilize theflexibility of the refrigeration system to
offer ancillary demand response to the power grid as regulating
power. Different means of utilizing demand response have been
investigated in an increasing number of publications, e.g. Andersson
et al. [5], Han et al. [6], Saele and Grande [7], Molina-Garcia et al. [8],
forplug-in electric vehicles andheatpumps.Kirschen [9] investigated
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demand response in general concerning price elasticity and Pina et al.
[10] analyzed different demand side management strategies.

Our proposed control strategy is an economic-optimizing model
predictive controller, economic MPC. Predictive control for con-
strained systems has emerged during the last 30 years as one of the
most successful methodologies to control industrial processes [11]
and is increasingly being considered to control both refrigeration
and power systems [12e14]. MPC based on optimizing economic
objectives has only recently emerged as a general methodology
with efficient numerical implementations and provable stability
properties [15e17]. We have previously introduced economic MPC
in Hovgaard et al. [18] to control a power management scheme for
large power consumers such as supermarket refrigeration systems.
The economic MPC has the ability to choose the optimal cooling
strategy from predictions of the disturbances. The thermal capacity
is utilized to shift the load in time, while keeping the temperatures
within certain bounds. These bounds are chosen such that they
have no impact on food quality. We exploit the fact that the
dynamics of the temperature in the cold room are rather slow,
while the power consumption can be changed rapidly. Utilizing
load shifting capabilities to reduce total energy consumption has
also been described in e.g. Van Harmelen [19], Bush and Wolf [20],
Oldewurtel et al. [21]. In the simulations that will be presented in
this paper, we use models, parameters and temperatures verified
against data logged from real supermarkets, along with electricity
prices from the NordPool spot market.

Our cost function is nonlinear in the control variables, but
instead of doing any simplification we have chosen a nonlinear
solver [22] to run the simulations. The proposed nonlinear
economic MPC algorithm is not tractable for industrial hardware
with limited computational resources. Hence, the contribution of
this paper is to illustrate the optimal solution and maximum
potential of our approach. The study is therefore suitable for
benchmarking future, more appealing algorithms and not to
present a directly implementable controller. However, it should be
kept in mind that the slow dynamics of the system allow for long
sample times and therefore increased complexity of the controller.
Nonlinear programming was used in Ref. [23] to maximize the
retailers’ profit in a real-time pricing scenario.

In this paper we also propose a reformulation of the underlying
optimization problem for the economic MPC that accounts for the
ever-present uncertainties in both models and forecasts. Like in
Hovgaard et al. [24], we use a small conceptual problem formulated
as a linear program to illustrate this method.

Several works exist that consider constrained MPC in the pres-
ence of uncertainty [25]. In many applications, distributions can be
quantified for uncertainty and if this information is ignored (e.g. by
defining worst-case costs and invoking constraints over all uncer-
tainty realizations) it can lead to conservative results, and the need
for a stochastic extension to constrained MPC is clear [26]. Taking
expected values of the cost provides an obvious way to utilize
probabilistic information [27]. However, constraints often admit
a probabilistic formulation too, e.g. a variable should not exceed
a certain bound with a given probability. Van Hessem et al. [28]
and Oldewurtel et al. [29] considered MPC with probabilistic
constraints with the cost based on the expected value of a linear
function of the states. In the former, the implementation of prob-
abilistic constraints can be conservative due to the use of statistical
confidence ellipsoidal approximations, whereas the latter uses
affine disturbance feedback. Boyd et al. [30] and Lobo et al. [31]
demonstrated that probabilistic linear constraints can be written
as second-order cone (SOC) constraints that are convex, provided
the probability involved is greater than 0.5. Probabilistic constraints
are also introduced in Schwarm and Nikolaou [32] for model
uncertainties and in Li et al. [33] for uncertain disturbances. Both

works confined the analysis to open loop optimization, whereas
Kassmann et al. [34] used SOCP methods to calculate steady-state
targets for MPC under uncertainty. In Shin and Primbs [35] a fast
algorithm forMPCwith probabilistic constraints was presented. For
power management scenarios, e.g. Carrion et al. [36] proposed
a risk-constrained stochastic programming for signing day-ahead
contracts under uncertain price forecasts and in the work by
Parvania and Fotuhi-Firuzabad [37] a stochastic mixed-integer
program was proposed for the scheduling of reserves by demand
response under forecast uncertainty and random outages of
generating units and transmission lines. Refs. [38,39] considered
probabilistic approaches for calculating the optimal amount of
spinning reserves in a day-ahead market.

This paper is organized as follows. In Section 2 we formulate
our economic-optimizing MPC controller. Section 3 describes the
physics and models used for the supermarket refrigeration systems
as well as the thermal storage capabilities. Furthermore the
scenario for a realistic simulation and the corresponding results are
presented, utilizing variations in outdoor temperatures and elec-
tricity prices. In Section 4 the calculations needed for regulating
power are given along with simulations revealing the potential of
this addition to the cost function. In Section 5 we explain the
different sources of uncertainty and reformulate both the model
and forecast uncertainties to fit into solutions with probabilistic
constraints. This is followed by a description of the models,
assumptions and scenarios used for simulating a simple case study.
Future work is outlined in Section 6, and in Section 7 we give
conclusions.

2. Economic MPC setup

A supermarket refrigeration system is influenced by a number of
disturbances that can be predicted to some degree of certainty over
a time horizon into the future. The controller also has to obey
certain constraints for the systems, while minimizing the cost of
operation. Economic MPC addresses all these concerns. Whereas
the cost function in MPC traditionally penalizes a deviation from
a set-point, our proposed economic MPC directly reflects the actual
costs of operating the plant. This formulation is tractable for
refrigeration systems, where we are interested in keeping the
outputs (cold-room temperatures) within certain ranges, while
minimizing the cost of doing so.

Like in traditional MPC, we implement the controller in
a receding horizon manner, where an optimization problem over
N time steps (our control and prediction horizon) is solved at each
sample. The result is an optimal input sequence for the entire
horizon, out of which only the first step is implemented. This
procedure is repeated at each sample. The controller aims at
minimizing the electricity cost of operation. This cost is related to
energy consumption but we do not aim specifically at minimizing
the energy consumption, nor do we focus on tracking certain
temperatures in the cold rooms. The optimization problem is thus
formulated as:

min
ð _Qe;TeÞ˛U

F ¼
XN�1

k¼0

Cel;kWc
�
_Qe;k; Te;k; Ta;k; Tamb;k

�
(1a)

_Qe ¼
�
_Qe;k

�N�1
k¼0 ; Te ¼

�
Te;k

�N�1
k¼0 (1b)

where Wc($) is the energy consumption as described in Section 3
and the feasible set U that imposes the system dynamics and
constraints is defined in Eqs. (2)e(4). The MPC feedback law is the
first move in Eq. (1b).
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Often output constraints are soft in MPC, but in this setup,
constraints on temperatures and capacity are made hard. In reality,
one could formulate a cost on cold-room temperatures outside the
allowable range related to the degrading of the foodstuff. This cost
would then be the cost on slack variables in a soft constraint.
However, firstly it is not realistic that an owner of a refrigeration
systemwill damage the foodstuff, and secondly, estimating bacteria
growth in refrigerated food is, in itself, a complicated study. In
a stochastic formulation, as the one presented in Section 5, a feasible
problem can be guaranteed using probabilistic constraints.

In the above formulation, we assume perfect predictions and
thereforewe allow the system to go to any extreme point within the
feasible region. However, both disturbance predictions and models
of the systems are subject to uncertainties that are prone to driving
the otherwise optimal solution of the economic MPC to a very
undesirable solution. For refrigeration systems, such situations
could be too high or too low temperatures in the cold room
damaging the foodstuff; emergency shut down of systems due to
maximum capacity being exceeded; penalties for not fulfilling
regulating power agreements or unnecessarily high operation costs.
Consequently, we have formulated a robust economic MPC scheme
in Section 5 using probabilistic constraints and assumed knowledge
of the probability density functions for stochastic disturbances and
impulse response coefficients of the system models [24].

3. Supermarket refrigeration

The supermarket refrigeration systems considered utilize
a vapor compression cycle in which a refrigerant is circulated in
a closed loop consisting of a compressor, an expansion valve and
two heat exchangers, an evaporator in the cold storage room, as
well as a condenser/gas cooler located in the surroundings. When
the refrigerant evaporates, it absorbs heat from the cold reservoir
which is rejected to the hot reservoir. In order to keep the refrig-
eration cycle flowing with the heat transfers as described here, the
evaporation temperature (Te) has to be lower than the temperature
in the cold reservoir (Tcr) and the condensation temperature has to
be higher than the temperature at the hot reservoir (Ta). Low
pressure refrigerant (Pe) from the outlet of the evaporator is
compressed in the compressors to a high pressure (Pc) at the inlet to
the condenser to increase the saturation temperature. The setup is
sketched in Fig. 1, with one cold storage room and one frost room

connected to the system. Usually, several cold storage rooms, e.g.
display cases, are connected to a common compressor rack and
condensing unit. Because of this, the individual display cases see
the same evaporation temperature, whereas each unit has its own
inlet valve for individual temperature control.

3.1. Models

The dynamics in the cold room can be described by a simple
energy balance:

mcp
dTcr
dt

¼ _Q load � _Qe (2)

with

_Q load ¼ ðUAÞamb�cr$ðTamb � TcrÞ (3a)

_Qe ¼ ðUAÞcr�e$ðTcr � TeÞ (3b)

where UA is the heat transfer coefficient and m and cp are the mass
and the specific heat capacity of the refrigerated goods, respec-
tively. Tamb is the temperature of the ambient air which puts the
heat load on the refrigeration system. The states and control vari-
ables of the system are limited by the following constraints:

Tcr;min � Tcr � Tcr;max (4a)

0 � Tcr � Te � N (4b)

0 � _Qe � ðUAÞcr�e;max$ðTcr � TeÞ (4c)

We define the set U as all ð _Qe; TeÞ that satisfy the system dynamics
(Eq. (2)) and the constraints given in Eq. (4).

The work done by the compressor dominates the power
consumption in the system and can be expressed by the mass flow
of refrigerant (mref) and the change in energy content of the
refrigerant. Energy content is described by the enthalpy of the
refrigerant at the inlet and at the outlet of the compressor (hic and
hoc respectively). This gives the expression in Eq. (5):

_Wc ¼ mref$ðhocðTe; PcÞ � hicðTeÞÞ
hisðPc=PeÞ

(5)

Fig. 1. Schematic layout of basic refrigeration system.
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where the enthalpies depend on the evaporation temperature and
the condensing pressure, as stated. The mass flow can be deter-
mined as the ratio between cooling capacity and change of
enthalpy over the evaporator:

mref ¼
_Qe

hoeðTeÞ � hieðPcÞ
(6)

All the enthalpies given here as functions of Te, Pc or both are
nonlinear refrigerant-dependent functions which can be calcu-
lated, e.g. by the software package “RefEqns” [40].

In the sequel, we adopt the approximation used for _Wc in
Hovgaard et al. [4], where polynomials are fitted for the enthalpy
differences and the isentropic efficiency, his, is assumed constant
within the range of operation. When a frost room is included, an
extra compressor system is usually added between the frost
evaporator and the suction side of the other compressors. This
compressor decreases the evaporation temperature for the frost
part of the system to a lower level. Thework in the frost compressor
is similar to what we have already described, but instead of the
condensing temperature, the frost compressor sees the evaporation
temperature for the cooling part at its outlet. The mass flow
through the frost compressor needs to be added to the flow through
the compressors from the cooling. We use the subscript F to denote
variables related to the frost part.

For the studies in this paper, we have collected data from several
supermarkets actually in operation in Denmark. From these data,
typical parameters such as time constants, heat loads, temperature
ranges and capacities, in both individual display cases and for the
overall system, have been estimated for horizontal display cases,
vertical shelving units and frost rooms. Furthermore the running
compressor capacity has beenmonitored and the relation to energy
consumption has been found from the data sheets.

3.2. Thermal storage

Today, most display cases and cold rooms in supermarkets are
controlled by hysteresis. This means that maximum cooling is
applied when the cold-room temperature reaches an upper limit
and shut offwhen the lower limit is reached. This control policy does
notexploit the thermal capacity in the refrigeratedmass, and energy
is consumed randomly when it is needed instead of when it is more
favorable. Several factors can, however, make it beneficial to shift
the load by keeping the temperatures at a lowor high level for some
periods. These include variations in outdoor temperature, fluctu-
ating energy prices, times for restocking, and night covers. Obvi-
ously several unexploited potentials exist. If peak loads can be
predicted, pre-cooling can be applied such that the stored coldness
helps reduce the demand at the peak time. As a result, the entire
systemmight be dimensioned differently to savemoney both in the
installation phase and during operation. By moving part of the
cooling capacity to the colder night time, overall energy consump-
tion can be reduced, since the work done by the compressor to
obtain a certain evaporation temperature is dependent on the
pressure difference, which in turn depends on the temperature
surrounding the condenser. In contrast, shifting loads according to
fluctuations in electricity prices actually make the system consume
more energy. Thus, the profitability rests upon the extra heat loss
during periods when the extra coldness is stored in the system is at
least counterbalanced by the difference in electricity price.

It is evident from the discussion above that the potential in load
shifting depends to a great extent on both the thermal capacity and
the differences in electricity prices and outdoor temperatures.
However, the rate of change of these parameters in comparison

with the time constants of the cold-room temperatures also plays
an important role.

3.3. Simulation

In this section we present the conditions used for simulating
a realistic scenario with the supermarket refrigeration system in
a setting where predictions of electricity prices as well as outdoor
temperatures exist. We use the economic MPC controller described
in Section 2. Results of the simulations are presented and discussed.

3.3.1. Scenario
We have chosen a supermarket refrigeration system with three

units attached. This roughly corresponds in size to 1/10 of one of
the supermarkets we have been monitoring and the capacity of the
system has been scaled accordingly. The three units are very
different. The shelving unit is usually used for smaller items like
sliced meat and does not hold a very large mass of foodstuff. The
heat load is relatively high due to the large vertical opening to the
surroundings. The chest display case holds larger amounts of e.g.
minced meat and due to the horizontal opening, which also has
a glass cover, the heat load is rather low. The frost room with
insulated walls on all sides has the lowest heat load and themass of
frozen meat contained is large. For the frost room, an extra
compressor is added, lowering the evaporation temperature to
a sufficiently lower level than the evaporation temperature in the
cooling units. All three units have different temperature demands,
namely [2; 4]�C for the shelving unit, [1; 5]�C for the chest display
case and [�25; �15]�C for the frost room. The models were vali-
dated with supermarkets in operation in Denmark, January 2011.
Electricity prices were downloaded from NordPool’s hourly el-spot
price for a period of one month. There is a clear trend in these data
for each 24-h period. Therefore, for each hour of the day, the
average has been found and this 24-h signal was used for the
electricity price.

Temperature readings from the Danish Meteorological Institute
covering the same period were obtained. It has been found that by
low pass filtering and detrending these data, the intra-day varia-
tions can be closely approximated by a sinusoid with a 24-h period
and a phase shift such that it peaks a couple of hours after noon.
The amplitude for this period has been chosen at 3 �C. In addition
we have measured the temperature inside the stores. This
temperature is allowed to drop by around 2 �C outside opening
hours. This effect is included in our simulations.

Simulations are performed over at least 24 h. An issue with MPC
is that the long prediction horizons tend to make the problems
computationally hard. However, due to the slow dynamics of the
refrigeration system, we have chosen a sampling time of 32 min.
Thus a prediction horizon of 16 h is implemented with just N¼ 30
samples.

3.3.2. Results
Fig. 2 shows the simulated refrigeration system using the pre-

dicted outdoor temperature and electricity price to optimize the
cost. As elaborated in Hovgaard et al. [4,41] the cost function is non-
convex in the control variables, although a unique global minimum
exists within the feasible region. Therefore, we have chosen the
nonlinear optimization tool ACADO [22] to solve the repeated
problems in our MPC. ACADO implements an SQP algorithm for
optimizing the nonlinear cost functionwhile being straightforward
to implement.

The amplitude of the electricity price has beenmultiplied by four
to better illustrate the effect and to reflect a scenario with variable
taxes insteadof theflat-rate fees seen today. This is furtherdiscussed
below. In this case the cost savings amount to 32%. If the original
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electricity price is used, less change in cold-room temperatures can
be observed and the cost savings amount to 9% in this case. With
three-quarters of the electricity price paid in Denmark today being
flat-rate taxes and fees, saving 9% on the spot price corresponds to
2.25% of the entire electricity bill. If we are only exploiting the
variations in outdoor temperature, the economic MPC control
scheme saves around 2% of the energy consumption.

From the results illustrated in Fig. 2 we can conclude that the
proposed economic MPC scheme has a positive effect on the costs
related to operating the supermarket. Variations in outdoor
temperature are utilized to minimize power consumption, whereas
exploiting variations in electricity prices tends to increase overall
power consumption but at a lower cost. In Fig. 2 the amplitude of
the electricity price has been multiplied by four to illustrate the
increase in effect gained by the power management. Today the
dominant part of the price paid for electricity consists of taxes and
connection fees, which are all paid as flat-rate charges per MWh.
This blurs the price signals from the market to the users and
reduces the incentives to react to such signals. Hence, the simula-
tion shown with four-times amplitude of the el-spot price is an
attempt to model a situation where the taxes and other fees are
charged as a percentage of the actual el-spot price. This would
result in a magnification instead of a smoothing of the market
signals.

Obviously flexibility is drastically reduced if the system is
running near its maximum capacity just to keep the temperatures
below the maximum limits on a hot summer day. It is not possible
to increase consumption, whether it be for storing coldness or for
down regulation, due to themaximum capacity; nor is it possible to
decrease consumption, since this would violate the temperature
demands in the cold rooms. This situation leads to a trade-off
between saving by dimensioning a smaller system when peak
loads can be reduced, and savings related to boosting energy into
the system when it is cheap to do so.

4. Flexible power consumption

In order to ensure a sustainable physical balance in the elec-
tricity system, there is a need for regulating power and various
types of spare capacity. Spare capacity is production capacity or
consumption made available in advance to the TSO by parties

responsible for maintaining balance in the system, in return for an
availability payment. Various types of spare capacity exist. These
types of capacity differ in activating velocity, amount and demands
for the upholding period.

With the enablement of flexible consumption in refrigeration
systems we are ready to consider other incentives for load shifting
than those already mentioned in Section 3. In this section we
formulate a framework in which the supermarkets can participate
in the primary reserve (the capacity with fastest activation and
shortest upholding periods).

4.1. Up-regulating power as primary reserve

Up-regulating power is increased production or reduced
consumption. Each player participates with a power amount (MW)
specified on an hourly basis and is paid for making the power
available to the grid (Danish Kroner (Currency)/MW), regardless of
the actual activation. Activation is automatic and linearly
frequency-dependent in the range �200 mHz. Activation is main-
tained for up to 15 min (typically 2e3 min) and must be fully
restored after 15 min. Even though the activated power (MW)
might be large, the delivered energy (MWh) is usually small
amounts, so a possible change in spot price during the activation
will have almost no effect on the economy of the system.

Assumption 1. Since the ambient temperature is generally much
higher than the cold-room temperature, the small change in
temperature during an activation does not change the load,
_Q load ¼ UAðTamb � TcrÞ, much. Hence, by assuming that
_Q load ¼ UAðTamb � Tcr;startÞ is constant over the activation period
we are somewhat conservative in the calculations.

Assumption 2. In steady state _Qe ¼ _Q load (this might be more of
a fact than an assumption, but we exploit the relation in the
equations below).

Assumption 3. An activation period of maximum 15 min is rela-
tively short compared to the rate of change in the disturbances
(outdoor temperature Ta and electricity spot prices Cel). Thus, the
cost of the energy required to reestablish the reserve following an
activation is approximately the same as the amount saved during
the activation.
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Fig. 2. Simulation showing how variations in outdoor temperature and electricity prices are exploited by utilization of thermal storage. (a) Cold-room and evaporation temper-
atures. (b) Disturbances, cooling powers and energy consumption.
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The amount of power available for up-regulation is described
by:

_Q regO ¼ _Qe � _Q15O (7)

where _Q regO is the cooling capacity that can be released as
up-regulating power and _Q15O is the cooling need in order tomake
Tcr stay below Tcr,max for 15 min. During an activation the temper-
ature in the cold room is:

m$Cp
dTcr
dt

¼ _Q load � _Q15O ¼ _Q regO (8)

Therefore,

m$Cp
ZTcr;max

Tcr

dTcr ¼
Z900s
0

_Q regOdt5 (9)

_Q regO ¼
�
Tcr;max � Tcr

� m$Cp
900s

(10)

For up-regulating power there is a potential decrease in heat loss
from the system if the reserve is activated. By assuming almost
linear cold-room temperature curves within the range we are
considering for regulating power reserves, the reduced energy loss
during an entire period of activation and the subsequent re-
establishment can be averaged by

_Q lossO ¼ PO$aO$UA$
�
Tcr;max � Tcr

�
(11)

where UA is the overall heat transfer coefficient from the cold room
to surroundings and PO is the probability of being activated
(samples where the system is activated as up-regulating power or is
re-establishing after an up-regulation versus the total number of
samples). We also introduce a new decision variable aO˛½0;1�,
which is the amount of available up-regulating power that is
actually offered to the grid. Since power cannot be extracted from
the stored coldness, we have to introduce a constraint such that the
offered up-regulating power is never larger than the actual power
consumption at any point of time.

aO$ _Q regO � _Qe (12)

A cost function including the up-regulating power can then be
formulated as:

min
_Qe;aO

XN
k¼0

�
CelkWk

�
_Qe;k � _Q lossO;k; Ta;k

�
� Cupregk

Wk
�
aO$ _Q regO;k; Ta;k

��
ð13Þ

where Cupreg is the disposal payment for up-regulating reserves.

4.2. Down-regulating power as primary reserve

Down-regulating power is reduced production or increased
consumption. The rules of participation are equal to those
described for up-regulating power. Assumptions 1e3 are still in
effect, however Assumption 3 is the opposite; namely that the cost
of extra energy used during an activation equals the amount that
can be saved following the activation.

The system can participate with down-regulating power as
given by:

_Q regþ ¼ _Q15þ � _Qe (14)

where _Q regþ is the extra cooling capacity that can be used as down-
regulating power and _Q15þ is the cooling capacity that makes Tcr go
to Tcr,min in 15 min. Performing the same calculations as in Eqs. (8)
and (9) yields the following:

During an activation the temperature in the cold room is:

m$Cp
dTcr
dt

¼ _Q load � _Q15þ ¼ � _Q regþ (15)

Therefore,

m$Cp
ZTcr;min

Tcr

dTcr ¼
Z900s
0

� _Q regþ dt5 (16)

_Q regþ ¼
�
Tcr � Tcr;min

� m$Cp
900s

(17)

As with up-regulating power, an activation of the reserve changes
the heat loss from the system. This is not accounted for in the
calculations above. Whereas the original cost function covers
the extra heat loss caused by maintaining up-regulating reserves
(a decrease in cold-room temperature and thereby increase in heat
loss in time periods with no activation) there is no extra cost, in
terms of heat loss, related to maintaining down-regulating
reserves. This cost only comes into play when activation occurs.
Again, we assume almost linear temperature curves within the
range of interest and the energy loss during an entire period of
activation and subsequent re-establishment can be averaged by

_Q lossþ ¼ Pþ$aþ$UA$
�
Tcr � Tcr;min

�
(18)

wherePþ is theprobabilityof being activated.Anewdecisionvariable,
aþ˛½0;1�, is again introduced describing the share of available down-
regulating power that is actually offered to the grid. A cost function
including the down-regulating power can then be formulated as:

min
_Qe;aþ

XN
k¼0

�
CelkWk

��
_Qe;k � _Q lossþ;k

�
; Ta;k

�
� CdownregkWk

�
aþ$ _Q regþ;k; Ta;k

��
ð19Þ

whereCdownreg is the disposal payment for down-regulating reserves.
The amount of down-regulating power offered must be boun-

ded such that the sum of current cooling capacity and that offered
for down-regulation does not exceed the maximum capacity of the
system. Thus, even on a hot summer day the following has to be
fulfilled:

aþ$ _Q regþ þ _Qe � _Qmax (20)

4.3. Cost function

We are now able to formulate a cost function including the
effects of regulating power:

min
_Qe;Te;aO;aþ

PN
k¼0

�
CelkWk

��
_Qe;k � _Q lossO;k þ _Q lossþ;k

�
; ð$Þ

�
�CupregkWk

�
aO;k

_Q regO;k; ð$Þ
�

�CdownregkWk
�
aþ;k$

_Q regþ;kð$Þ
��

s:t: �
_Qe;Te

�
˛U

aO$ _Q regO � _Qe

aþ$ _Q regþ þ _Qe � _Qmax
(21)

where ‘($)’ indicates the remaining parameters from Eq. (1a).
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4.4. Simulation

In the following we present simulations similar to the one
illustrated in Section 3.3, but with the addition of regulating power
and availability payments. The supermarket refrigeration system
from Section 3 is used with predictions of electricity prices, regu-
lating power prices and outdoor temperatures. Again the economic
MPC controller described in Section 2 is used but with the cost
function described in Section 4.3.

4.4.1. Scenario
The same scenario as in Section 3.3.1 is employed with the

addition of the availability payment for regulating power from
NordPool. As with the hourly el-spot price, the average for each 24-
h period over one month was found.

4.4.2. Results
In Fig. 3 the effect of participating in the power balancing

market is simulated for a selected scenario of availability payments.
In this simulation the outdoor temperature is assumed constant in
order to illustrate the effect of availability payments for regulation
power versus the electricity spot price as clearly as possible. This
simulation reveals an additional saving of up to 70% compared to
the case where only the electricity spot price is used for optimi-
zation (approximately 30% for up-regulation only).

Therefore, participating in the balancing power market seems to
be very beneficial for both the power system and the supermarkets,
ifwe consider the simulation in Fig. 3. At least at the time of the year/
daywhere extra capacity is available and the availability payment is
sufficiently high. The availability payments are observed to vary
more from day to day than the spot prices, so, the simulation pre-
sented in this paper is just for a selected scenario. However a large
potential saving has been found, meaning that there is room for
deviations from the simulated scenario without ruining the busi-
ness case of participating with regulating power. Furthermore, it is
estimated from the simulations that a supermarket can offer at least
20%of its capacity as regulating power (except on thepeak-loaddays
of the year). Currently, the peak demand in Denmark for primary
reserves is around 60 MW. With an average supermarket offering
about 20% of its capacity, approximately 75% of the total needs
for primary reserves could be provided by supermarkets. A single

supermarket is not able to participate with sufficient capacities to
place bids on the balancing market, however, an aggregation of e.g.
chains of shops would be an obvious solution. With an increasing
penetration of intermittent wind energy, the value of regulating
reserves is expected to increase [42]. Thus, not only the need for
regulating power, but also the incentives to participate in the
regulating power market increase.

5. Economic MPC with probabilistic constraints

As already pointed out, the optimal solution to a deterministic
optimization problem (e.g. a linear program as in Hovgaard et al.
[18]) is not always optimal, nor feasible, in the stochastic case.
Therefore we describe means to handle the uncertainties in both
forecasts and in the models of the system. We use assumptions of
the uncertainty belonging to certain distribution functions and
define the confidence level (probability) that the constraints should
hold with. The probabilistic constraints are then reformulated as
their deterministic counterparts.

First we define the system model in Finite Impulse Response
(FIR) form:

yk ¼ bk þ
Xk
i¼0

Hiuk�i; Hi ¼
�
D; for i ¼ 0
CAi�1B; for i>0 (22)

where bk is a bias term. This form is very handy for formulating the
constraints as probability constraints, as we will see in the sequel.
This fact comes from the form of the model where the uncertain
elements (impulse response coefficients) are multiplied with the
decision variable.

The deterministic optimization problem:

min
XN
k¼0

c0kuk (23a)

s.t.

umin � uk � umax (23b)

yk � rk (23c)

Fig. 3. Simulation showing how the flexible consumption is utilized for offering regulating power to the balancing market. The cold-room temperatures for an optimization utilizing
only the electricity spot price over the same period are shown to illustrate the difference. (a) Cold-room and evaporation temperatures. (b) Prices, consumptions and costs.
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yk ¼ bk þ
Xk
i¼1

Hiuk�i þ
Xk
i¼1

HD;idk�i (23d)

is then reformulated into the stochastic counterpart defined as
(boldface variables are uncertain):

min E

( XN
k¼0

c0kuk

)
(24a)

s.t.

umin � uk � umax (24b)

Probfyk � rkg � 1� a; a˛½0;1� (24c)

yk ¼ bk þ
Xk
i¼1

Hiuk�i þ
Xk
i¼1

HD;idk�i (24d)

where r is a reference trajectory, d a disturbance, 1� a the confi-
dence level for the constraint, and:

1Þ ckwN
	
ck;s

2
c



; 2



rkwN

	
rk; s

2
r



;

3


HiwN

	
Hi;S

2
H



; 4



HD;iwN

	
HD;i;S

2
H



;

5


dkwN

	
dk; s

2
d


 ð25Þ

1) and 2) in Eq. (25) are forecast uncertainties, 3) and 4) describe
model uncertainties while 5) is uncertainty in the disturbances. The
uncertain FIR coefficients in the model can be seen as the result of
an estimation and identification process involving measurement
noise and experimental uncertainty.

5.1. Forecast uncertainty

The description in 1) is uncertainty in the predicted price, ck.
Since we are minimizing the expected value of the objective
function we use the certainty equivalent description and substitute
ck with ck.

The uncertainty described by 2) is related to the predicted
reference, rk. The probability constraint is reformulated as a deter-
ministic constraint:

ProbfY � Rg � 1� a (26a)

R � R
sr

wNð0;1Þ0FðY � R
sr

Þ � 1� a (26b)

FðxÞ is the cumulative distribution function (CDF) of a zero mean
unit variance Gaussian random variable x

Y � Rþ srF
�1ð1� aÞ (27)

Therefore, a security margin is added to rk, resulting in a back-off
from the optimal (in the deterministic case) boundary. This
strategy is closely related to the affine feedback methods described,
e.g. in Oldewurtel et al. [29] and Skaf and Boyd [43].

5.2. Model and disturbance uncertainty

The uncertainty descriptions in 3) and 4) from Eq. (25) are
model uncertainties and 5) is uncertainty in the predicted distur-
bance. These all lead to stochastic programming which is described

in this section. We formulate the system using the FIR description
in Eqs. (22)e(25):

Y ¼ ½C G �
�
Upast
U

�
þ ½CD GD �

�
Dpast
D

�
(28)

and the optimization problem as:

minU f ¼ E

( XN�1

k¼0

cu;kuk

)
(29a)

s.t.

yk ¼ ½Ck Gk �
�
Upast
uk

�
þ
�
CD;k GD;k

� �Dpast
dk

�
(29b)

Probfyk � rkg � 1� a; k ¼ 1;2;.;N (29c)

where Ck and Gk are rows from the corresponding matrices in Eq.
(26) and subscript “past” indicates the previous signals corre-
sponding to the number of coefficients in the FIR model.�

GN�N j CN�ðn�1Þ
�
¼

2
666666664

H1 0 / / / 0
« 1 1 1 1 «
Hn 1 1 1 1 «
0 1 1 1 1 «
« 1 1 1 1 0
0 / 0 Hn / H1

j
j
j
j
j
j
j

Hn / / H2
0 1 1 «
« 1 1 «
0 / 0 Hn
0 / / 0
« « « «
0 / / 0

3
777777775

(30a)

Upast ¼

2
4u�ðn�1Þ

«
u�1

3
5; U ¼

2
4 u1

«
uN

3
5 (30b)

The statistical properties of the resulting output yk can be
described as:

YUwNðYU ;SYU
Þ; YDwNðYD;SYD

Þ (31a)

Y ¼ YU þ YD; YwNðYU þ YD;SYU
þ SYD

Þ (31b)

where:

YU;k ¼ ½Ck Gk �
�
Upast
U

�
(32a)

SYU ;k ¼
�
Upast U

� �SC;k 0
0 SG;k

� �
Upast
U

�
(32b)

The product of the two normally distributed variables coming from
the model uncertainties and the uncertain disturbance, respec-
tively, can be described by an approximate normal distributionwith
the following properties [44]:

YD;kz½CD;k GD;k �
�
Dpast

D

�
(33a)

SYD;kz½Dpast D �
�
SCD;k 0
0 SGD;k

� �
Dpast

D

�
þ

½CD;k GD;k �SD

�CD;k

GD;k

�
ð33bÞ

Hence, using that ðyk � ykÞ=S
1=2
y;k wNð0;1Þ, the probabilistic

constraint, Probfyk � rkg � 1� a can be reformulated as a deter-
ministic counterpart:
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Probfyk � rkg � 1� a (34a)

Prob
nyk � ykffiffiffiffiffiffiffiffiffi

Sy;k
p � rk � ykffiffiffiffiffiffiffiffiffi

Sy;k
p o

� 1� a (34b)

yk � ykffiffiffiffiffiffiffiffiffi
Sy;k

p wNð0;1Þ (34c)

1� F
	rk � ykffiffiffiffiffiffiffiffiffi

Sy;k
p 


� 1� a (34d)

F�1ðaÞ
����S1=2

*

�
*past
*

�����
2
þ yk � rk (34e)

where the ‘*’ indicates that the norm is taken of the vector formed
by all the quadratic terms described in Eqs. (32a) and (33b). Hence,
in a MIMO (multiple-input/multiple-output) case, where yk is the
sum of two independent outputs, the vector in the norm would
simply contain an element from each of the outputs. This is easily
realized by the property

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

p
¼ k½ a b c �2k. The

constraint in Eq. (34e) has the form of a second-order cone and the
solution to the optimization problem constrained by Eq. (34e) can
be computed using SOCP as in Boyd et al. [30] and Lobo et al. [31].

In summary, uncertain model descriptions alone or in combi-
nation with uncertain disturbances lead to second-order cone
constraints, while an uncertain reference just adds a margin to the
boundary. These two cases can of course be easily combined.

5.3. Simple power management scenario

The case study used in this section includes two controllable
power generators and one power consumer. The power consumer
is a cold room for which we provide a simple model. This case study
is identical to the one presented in Hovgaard et al. [18] to illustrate
the properties and potential of economic MPC in managing the
power production and consumption in a distributed energy system.
The novelty in this simulation is the inclusion of a scenario with
uncertainties in bothmodels and forecasts and themeans to handle
such as described in the previous sections. We use the economic
MPC implementation with probabilistic constraints formulated as
an SOCP to calculate the cost-optimal control in presence of
uncertainties with known probability distribution functions.

5.3.1. Controllable power generators
In Edlund et al. [45] simple models for power generators are

provided. In this paper we adopt these models:

fi ¼
X
k˛T

c0iui;k (35a)

YiðsÞ ¼ GiðsÞUiðsÞ; GiðsÞ ¼ 1

ðsisþ 1Þ3
(35b)

umin;i � ui;k � umax;i (35c)

Dumin;i � Dui;k � Dumax;i (35d)

to model two conventional power generators. ui is the power set-
point for the ith generator. Eq. (35a) represents the costs of
producing power from a given power generator. Power generator 1
is cheap and slow, (c1, s1, umin,1, umax,1, Dumin,1, Dumax,1)¼ (1, 20, 0,
15, �1, 1). Power generator 2 is expensive and fast, (c2, s2 umin,2,
umax,2, Dumin,2, Dumax,2)¼ (2, 10, 0, 15, �3, 3). The model in Eq. (31)

describes the closed-loop system with internal controllers and is
therefore quite simple without the lower level complexity of the
generators. The model structure has been validated against exper-
imental data at DONG Energy, Denmark.

5.3.2. Simple cold room
The energy balance for the cold room is already defined in

Eq. (2). Tcr is the temperature in the cold roomwhich must be kept
within certain bounds, Tcr;min � Tcr � Tcr;max. Te is the evaporation
temperature of the refrigerant. This can be controlled by the
compressor work and must satisfy Tcr � Te. Tamb is the ambient
temperature. The energy consumed by the refrigeration system is
work performed by the compressors:WC ¼ hQe. h is the coefficient
of performance. In this work h is assumed to be constant.
Consequently

WCðsÞ ¼ a� bs
ssþ 1

TeðsÞ þ
aKd
ssþ 1

TambðsÞ (36a)

TcrðsÞ ¼ Ku

ssþ 1
TeðsÞ þ

Kd
ssþ 1

TambðsÞ (36b)

The parameters are

Ku ¼ ðUAÞcr�e
ðUAÞcr�e þ ðUAÞamb�cr

(37a)

Kd ¼ ðUAÞamb�cr
ðUAÞcr�e þ ðUAÞamb�cr

(37b)

s ¼ mcp
ðUAÞcr�e þ ðUAÞamb�cr

(37c)

ða; a;bÞ ¼
�
hðUAÞcr�e;aðKu � 1Þ;as

�
(37d)

The constraints are

Tcr;min � Tcr � Tcr;max (38a)

0 � Tcr � Te � N (38b)

Te;min � Te � Te;max (38c)

Eq. (36) is a simplified, linear description of the energy
consumption. It does not capture the real world as well as the cost
function described in Eq. (5), however, the resulting dynamics are
well suited for illustrating the conceptual case here, since the
refrigeration system can be modeled in a form compatible with the
economic MPC as a linear program.

5.3.3. Supply and demand
The production by the power generators, y1;k þ y2;k, must

exceed the demand for power by the cooling house and the other
consumers

y1;k þ y2;k � y3;k þ rk; k˛T (39)

We model wind farms as instantaneously changing systems and
include the effect of their power production in the exogenous net
power demand signal, rk. This is seen in the case study in Fig. 5.

5.3.4. Uncertainty
In our scenario the models of power plants and refrigeration

systems are not perfectly known and an uncertain FIR as in Eqs.
(22)e(25) is used for the system models. The temperature
surrounding the cold room ðTambÞ is stochastic, as is the reference
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(r). The latter is caused by the predictions of both non-controllable
consumption and non-controllable production being uncertain.
We have already seen how the price (c) can be assumed as deter-
ministic without changing the solution.

5.3.5. Results
In Hovgaard et al. [18] we have demonstrated the significant

savings gained by including controllable consumers in the setup. A
simulation from this study is repeated in Fig. 4. It is seen how the
excess power produced after the sudden drop in demand is
absorbed by the refrigeration system. Thereby, the temperature is
pulled down to the lower limit and energy is stored such that the
power demand for refrigeration is lowered afterwards. In this
section, we will mainly consider the improved ability to handle

uncertainties without unnecessary high costs or severe violation of
constraints. The simulations can be compared to those in Fig. 4.

Using YALMIP [46] we have simulated the scenario. The
constraints on the cold-room temperature and on balancing supply
and demand are formulated as probability constraints and imple-
mented with SOCP as described previously in this section. A simu-
lation scenario is provided in Fig. 5. The figure shows how the
refrigeration system is utilized to balance the power demand such
that extra power is usedwhen it is freely available and less is used at
other times. This is further elaborated in Hovgaard et al. [18]. But
more important for the work presented here are the confidence
intervals shown as shaded areas around each of the trajectories. The
solid lines are the expected outcomes, while the shaded areas are
created by 10,000 simulations with random instances of the noise
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Fig. 4. Simulation of deterministic Power Management scenario. (a) Power productions/consumption. P.G. #1 and #2 show the power productions from the two power plants
(dotted blue) and their power set-points (solid red). C.R. #1 is power consumption in the cold room and “Total Power” shows total power production (dotted blue) versus the
reference consumption (with (solid black) and without (solid red) the consumption for refrigeration included). (b) Temperature in the cold-room Tcr and the control signal for the
refrigeration system Te. Tcr,min and Tcr,max are shownwith dotted black. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)

Fig. 5. Simulation of Power Management scenario with uncertainty. a ¼ 0:5, HiwNðHi ;0:00552Þ, rkwNðrk;0:70712Þ, TambwNðTamb ;1:73212Þ. The shaded bands show the 95%
confidence interval from 10,000 random instances. (a) Power productions/consumption. P.G. #1 and #2 show the power productions from the two power plants (blue) and their
power set-points (red). C.R. #1 is power consumption in the cold room. (b) “Total Power” shows total power production (blue) versus the reference consumption (with (black) and
without (red) refrigeration). C.R. #1 shows the temperature in the cold-room Tcr and the control signal Te. (Tcr,min, Tcr,max) and outdoor temperature, Tamb, are shownwith dotted and
solid black, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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descriptions. The 95% percentile was used both in the SOCP formu-
lation and for plotting the shaded areas. It is easily seen how the
amount of back-off from the boundaries is just enough to account for
the 95% confidence interval of the uncertainty descriptions for the
system. This is particularly clear in Fig. 5(b), where the total
production is above the total consumption, Tcr stays within the
boundaries specifiedand Te� Tcr is satisfied; allwith95%probability.
The behavior is similar to what is observed in the deterministic case
in Fig. 4, although room is made allowing for the uncertainties.

Regarding the uncertainty of the predictions of outdoor temper-
ature and power demand in a closed-loop scenario, a variance that
increases over the prediction horizon could be chosen such that the
short-term predictions are more certain than those at the end of the
horizon. Furthermore, the disturbances could be measured at each
time step, minimizing the uncertainty in the vector of past distur-
bances to the level related to doing the measurement.

6. Future work

In this paper, we have separated the analysis of the actual
potential gained by shifting loads according to outdoor tempera-
tures and prices, and by offering flexible consumption, from the
presentation of means to handle uncertainties. The simulations
regarding potential savings use realistic data as well as the very
realistic, but non-convex, description of energy consumption,
whereas we formulate a simplified linear program for the simula-
tions with uncertainty. Future work includes the addition of
uncertainty in the more realistic scenarios by reformulating or
separating the non-convex cost function, as e.g. in Hovgaard et al.
[4], such that it fits into the form of the SOCP formulations that we
have presented. Another motivation for simplifying or separating
the cost function is to ease the optimization. The very generic
optimization tools tested in the simulations shown here are simple
to use for prototyping but are not fast enough for real-time
implementation in industrial hardware. This fact calls for a simpli-
fied optimization problem and/or tailored algorithms.

7. Conclusions

A power management scheme for a supermarket refrigeration
system has been presented in this paper. We have described an
economic MPC control policy and demonstrated how it can reduce
the operational costs of the system. Models, parameters and other
quantities used have been verified and are to scale with realistic
scenarios in Denmark. For the realistic formulation of energy
consumption, we end up with a non-convex cost function. Never-
theless a unique minimum exists within the feasible region of this
function. Using a nonlinear MPC solver we illustrated that signifi-
cant savings of up to 9e32% can be achieved by utilizing thermal
storage capacities together with predictions of varying loads and
energy prices. With a novel formulation of the cost function we
have revealed a potential for using the flexibility in power demand
gained to participate in the balancing power market, with
remarkable cost reductions of up to 70% as the result.

We have also presented a novel formulation, including uncer-
tainties from both systemmodels and forecasts in the framework of
probabilistic constraints. This allows an economic MPC based on
linear programming to evolve to a stochastic economic MPC that
can be implemented as a convex SOCP. This was demonstrated in
a small conceptual case study and our future work will include the
fusion of these techniques with the realistic cost function.

The results are especially valuable for proving the potential of
the concept and for benchmarking future algorithms that might
include computational simplifications and/or implementation of
the robustifying means in the economic MPC formulation.
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Supermarket refrigeration consumes substantial amounts of energy. However, due to the thermal capacity of the refrigerated goods, parts of
the cooling capacity delivered can be shifted in time without deteriorating the food quality. In this study, we develop a realistic model for the
energy consumption in super market refrigeration systems. This model is used in a Nonlinear Model Predictive Controller (NMPC) to minimise the
energy used by operation of a supermarket refrigeration system. The model is non-convex and we develop a computational efficient algorithm
tailored to this problem that is somewhat more efficient than general purpose optimisation algorithms for NMPC and still near to optimal. Since
the non-convex cost function has multiple extrema, standard methods for optimisation cannot be directly applied. A qualitative analysis of the
system’s constraints is presented and a unique minimum within the feasible region is identified. Following that finding we propose a tailored
minimisation procedure that utilises the nature of the feasible region such that the minimisation can be separated into two linear programs; one
for each of the control variables. These subproblems are simple to solve but some iterations might have to be performed in order to comply
with the maximum capacity constraint. Finally, a nonlinear solver is used for a small example without separating the optimisation problem, and
the results are compared to the outcome of our proposed minimisation procedure for the same conceptual example. The tailored approach is
somewhat faster than the general optimisation method and the solutions obtained are almost identical.

Keywords: modelling and simulation, energy efficiency, optimisation, model predictive control, thermodynamics

INTRODUCTION

Supermarket refrigeration and refrigeration systems in gen-
eral have been modelled for both analysis and control in
several previous publications. These are both concerned

with the overall system (Larsen, 2005; Larsen et al., 2007a,b;
Hovgaard et al., 2010a) and the complex thermodynamics of the
individual parts such as evaporators and condensers (Willatzen
et al., 1998; Rasmussen and Larsen, 2009). However, the focus
in this study is on describing the power consumption of super-
market refrigeration systems in a form that enables us to use
optimisation methods like Model Predictive Control (MPC) (see
e.g. Maciejowski, 2002; Rawlings and Mayne, 2009) to minimise
the total cost of the system. This is not a completely new idea. In
Larsen (2005) and Sarabia et al. (2008) MPC is applied to refriger-

ation systems and in Larsen et al. (2007b) optimisation is applied
in order to utilise the daily variations to minimise power con-
sumption. However, the models used in such papers tend to be
rather simple in their description of, for example, the work done
in the compressor in order to make the models fit into standard
forms suitable for optimisation and MPC. In the latter only one
decision variable is used in the objective function and the power
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consumption is modelled by a quadratic approximation. This has
not been found accurate enough for more than a conceptual study
of the potential gained by shifting the load and furthermore, this
formulation is limited to a 1-to-1 (compressor to cold room) sys-
tem. In Larsen (2005) and Sarabia et al. (2008) the objective is
not energy optimisation and the controllers does not manipulate
the compressors. Hence, power consumption cannot be reduced
directly. In addition, the dependency on the surrounding temper-
ature is left out. Thus, a contribution from the current work is
a model with an abstraction level such that sufficient simplicity
can be obtained but with significantly improved accuracy with
respect to energy consumption. This is obtained by disregard-
ing the complex dynamics inside, for example, the evaporator,
assuming that inner control loops are in operation for superheat
control, etc., and focusing only on the stored energy content in
the system together with the fully accurate description of power
consumption. The other major contribution of this study is a new
minimisation approach for the specific problem in question that
overcomes nonlinearities and non-convexity in the cost function.
The optimality of the optimisation scheme we present in this study
rests upon the assumption that a unique minimum of the objec-
tive function exists within the feasible region. Thus, one has to
perform an analysis of the specific problem as we do in Power Con-
sumption Section, for example, by graphical interpretation of the
objective function and the constraints. To the best of our knowl-
edge there is no general method for checking for the existence of
several minima.

Our motivation for the model described in this study is the
desire to utilise economic optimising MPC for refrigeration sys-
tems in order to reduce energy costs related to operating the
system and to enable the refrigeration system to be a flexible
power consumer. Different goals can be achieved by applying,
for example, economic MPC strategies for shifting the load of
supermarket refrigeration systems. Energy consumption can be
minimised by shifting loads to periods with lower outdoor tem-
peratures, equipment can be dimensioned smaller or operated at
more efficient levels by reducing peak loads, cost of power can be
reduced by utilising varying electricity prices and by participation
in Smart Grid and regulating power schemes. All these benefits
can reward the system for its flexibility while delivering crucial
services to a power grid with increasing amounts of fluctuating,
renewable energy sources. Smart Grids are the intelligent electri-
cal infrastructure required to significantly increase the amount of
green energy. To obtain more electricity from intermittent energy
sources, such as solar and wind, we must not only control the pro-
duction of electricity but also the consumption of electricity in an
efficient, agile and probably proactive manner. In Hovgaard et al.
(2010b) we demonstrated the potential of Economic MPC for an
example portfolio with two power plants and one large cold room.
This study revealed significant possibilities for saving power and
for better utilisation of green energy. However, the models used
for the cold room were much simplified, and only worked for
this conceptual case, revealing the need for improved modelling
to simulate realistic scenarios.

Traditionally, MPC is designed using objective functions
which penalise deviations from a given set-point. MPC based on
optimising economic objectives has only recently emerged as a
general methodology with efficient numerical implementations
and provable stability properties (Rawlings et al., 2008; Diehl et
al., 2010; Edlund et al., 2009; Rawlings and Amrit, 2009). The
main purpose of controlling a refrigeration system is usually
not to track a certain cold room temperature exactly, but merely
to keep it within specified bounds at the lowest possible cost.

Thus, economic MPC is an appealing strategy, and this study
presents a suitable objective function which is directly related
to the power consumption and which has properties such that it
can be optimised in an Economic MPC scheme. Furthermore, a
minimisation procedure for minimising the resulting non-convex
objective function is proposed.

The remaining parts of this paper are organized as follows. Mod-
elling the Refrigeration System Section models the dynamics of
a refrigeration system from an appropriate abstraction level and
presents the constraints of the system. Power Consumption Sec-
tion presents the functions for estimating the power consumption
along with linearisation of the nonlinear terms. The constraints
are compared to the power consumption and the possibility for
minimising the function uniquely is discussed. A procedure for
minimisation of the power consumption is suggested in Min-
imisation Procedure Section. We give conclusions in Conclusion
Section.

MODELLING THE REFRIGERATION SYSTEM
A supermarket refrigeration system is most often based on a
vapor compression cycle where a refrigerant is circulated in a
closed loop consisting of a compressor, an expansion valve and
two heat exchangers, an evaporator in the cold storage room and
a condenser/gas cooler located in the surroundings. When the
refrigerant evaporates, it absorbs heat from the cold reservoir
which is rejected to the hot reservoir by condensation. In order
to keep the refrigeration cycle flowing with the heat transfers as
described here, the evaporation temperature (Te) has to be lower
than the temperature in the cold reservoir (TCR) and the condensa-
tion temperature has to be higher than the temperature at the hot
reservoir (Ta). By inserting a compressor between the evaporator
and the condenser, the pressure, and thereby also the saturation
temperature, of the refrigerant is increased such that the necessary
temperature differences are achieved. Thus, low-pressure refrig-
erant (Pe) from the outlet of the evaporator is compressed to a
high pressure (Pc) at the inlet to the condenser. The expansion
valve at the inlet to the evaporator maintains the pressure dif-
ference (Pc >Pe). The setup is sketched in Figure 1 with one cold
storage room connected to the system. In most supermarket refrig-
eration systems several cold storage rooms, for example, display
cases, are connected to a common compressor rack and condens-
ing unit. Hence, all the individual display cases, which might have
to satisfy different demands to temperatures, often see the same
evaporation temperature. However, each unit has its own inlet
valve for individual temperature control.

The detailed dynamics inside each display case are nonlinear
and require several dynamic variables to be modelled for a full
description. Furthermore, the inlet valve in many systems can
only be on or off, rather than continuously controlled, which leads
to switched dynamics. However, from a higher abstraction level
considering only the long-term average of the temperature in the
stored goods, all these complicated dynamics can be neglected
by assuming that inner control loops controlling the inlet valve
are already established. This is a reasonable assumption if we
consider a typical control strategy for most Danfoss refrigeration
systems today, since it relies on precisely such an inner tempera-
ture controller which opens and closes the inlet valve according
to defined hysteresis boundaries on the temperature in the cold
room. A superheat controller measures temperature and pressure
at the outlet of the evaporator and makes sure that the liquid–gas
front in the evaporator keeps a certain distance to the outlet.
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Figure 1. Schematic layout of basic refrigeration system.

The condensing pressure is normally controlled by a fan blow-
ing air across the condenser. According to Jakobsen and Skovrup
(2001), the optimal condensing temperature (T∗

c = Tsat(P∗
c )) can

be computed quite accurately as:

T∗
c = Ta +�T (1)

where �T is a constant.
From Figure 1 we note that energy is consumed to drive the

compressor rack, the fans at the condensation unit and a fan circu-
lating the air in the cold room through the evaporator. Therefore,
total energy consumption is given by:

Ẇ = ẆC + ẆCF + ẆEF (2)

where Ẇ denotes power consumption and the subscripts indicate
the individual components; compressor (C), condenser fan (CF)
and evaporator fan (EF). As stated in Larsen et al. (2007b) and
also illustrated in Figure 2 the power consumed by the compressor
is by far the largest and this will be the scope of further modelling
in this work.

The temperature dependence on the condensing pressure is also
seen from Figure 2. The figure illustrates the fact that it requires
less energy to decrease the condensation pressure when the ambi-

ent temperature is low. Hence, the work done in the compressor
can be drastically reduced if the major part of the cooling load
can be shifted to colder periods of the day.

Simple Cold Room
In this section, we formulate sufficient dynamics for optimising
power consumption in a refrigeration system. It is assumed that
the mass of the refrigerated goods acts as a low pass filter with
respect to the temperature such that the switching in the inlet
valve can be neglected. By doing this, the cooling capacity applied
to the cold room (Q̇e) can be considered as a continuous manip-
ulable variable. Additionally, the evaporation temperature (Te) is
considered continuously controllable. In practice a local suction
pressure controller acts on the compressors in order to keep Te as
desired. The dynamics of this inner control loop, and those of the
temperature control loop at the inlet valve, are much faster than
the change of temperature in the goods. Therefore, it is reason-
able to assume that if we ask for a certain Te or Q̇e, then, from the
system’s point of view, it is achieved (almost) immediately. The
controllable inputs are bounded by constraints on, for example,
maximum compressor capacity, and these limitations will also be
considered. The output of the system is the cold room tempera-
ture (Tcr) and the purpose of controlling the refrigeration system

Figure 2. Power consumption in the compressor and the condenser fan at varying condensing pressures. Pe = 2 bar and Tcr = 10◦C.
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is to keep this temperature within certain bounds and to do so
as cheaply as possible with respect to energy consumption and
costs.

The temperature in the cold room can be described by a simple
energy balance:

mcp
dTcr

dt
= Q̇load − Q̇e (3)

with

Q̇load = (UA)amb−cr(Tamb − Tcr) (4a)

Q̇e = (UA)cr−e(Tcr − Te) (4b)

where UA is the heat transfer coefficient and m and cp are the mass
and the overall heat capacity of the refrigerated goods, respec-
tively. Tamb is the temperature of the ambient air which puts the
heat load on the refrigeration system.

In order to get the equations in the right form for the optimisa-
tion algorithms we insert (4a) in (3), while leaving Q̇e as a direct
input.

Tcr(s) = Ku

�s+ 1
Q̇e(s) + Kd

�s+ 1
Tamb(s) (5)

Ku = − 1
(UA)amb−cr

, Kd = 1, � = mcp

(UA)amb−cr
(6)

The different variables of the system are limited by the following
constraints:

Tcr,min ≤ Tcr ≤ Tcr,max (7a)

0 ≤ Tcr − Te ≤ ∞ (7b)

0 ≤ Q̇e ≤ (UA)cr−e,max(Tcr − Te) (7c)

We define the sets � and ϒ as all Q̇e and Te respectively, that
satisfy the system dynamics (5) and the constraints given in (7).

Multi-Zone Refrigeration
So far we have only presented a formulation with one cold
storage room connected to the system. Most systems, however,
contain several cold rooms that vary mutually in size, temper-
ature demands and loads. By expanding Q̇e, Tcr and Tamb from
the models described in the previous section to the vector case
where (Te, Q̇e,i), Tcr,i and Tamb,i are inputs, output and disturbance
respectively for the ith cold room, the same equations still hold.

POWER CONSUMPTION
The work done in the compressor is by far the most dominant for
the refrigeration system. Therefore, we will focus solely on the
energy consumption in the compressor in the rest of this study.
This can be expressed by the mass flow of refrigerant (mref) and
the change in energy content of the refrigerant over the compres-
sor. Energy content is described by the enthalpy of the refrigerant
at the inlet and at the outlet of the compressor (hic and hoc, respec-
tively). The power used by the compressor is:

Ẇc = mref(hoc(Te, Pc) − hic(Te))
�is(Pc/Pe)

(8)

Figure 3. Power consumption in the compressor for varying Q̇e and Te

and fixed condensation pressure. Contours for Ẇc are shown in red.
Refrigerant R134a is used. [Color figure can be seen in the online version
of this article, available at http://onlinelibrary.wiley.com/journal/
10.1002/(ISSN)1939-019X]

where the enthalpies depend on the evaporation temperature and
the condensing pressure as stated. Actually they also depend
on the superheat (�TSH) and the heat loss in the compressor.
We assume that these parameters are constant. This is a fair
assumption for most systems. The isentropic efficiency (�is) is a
compressor-dependent function of the ratio PC/PE. In the normal
range of operation it was found that the addition of this function
did not change the shape of (8) significantly and it is therefore
omitted in the rest of this study. For future improvements and for
a wider range of operation isentropic efficiency might need to be
considered.

The mass flow can be determined as the ratio between cooling
capacity and change of enthalpy over the evaporator:

mref = Q̇e

hoe(Te) − hie(Pc)
(9)

Furthermore, we note that hoe = hic. All the enthalpies given
here are functions of Te, Pc or both and are nonlinear refrigerant-
dependent functions that can be calculated, for example, by the
software package ‘RefEqns’ (Skovrup, 2000). We calculate the sur-
face shown in Figure 3 using the description from (8) to (9) and
‘RefEqns’ for the enthalpy calculations in a scenario with fixed
condensation pressure and with varying Q̇e and Te. In the fig-
ure, the entire region is shown without paying attention to the
constraints from (7).

From the above and Figure 3, it is evident that the power con-
sumption in a vapor compression refrigeration system is not a
convex function in the control variables. The bi-linearity in the
decision variables Q̇e and Te causing this non-convexity is clearly
seen in (12) which is a combination of (8)–(11). Furthermore,
constraints could be thought of in a way that could cause the
system to have several minima. This is a highly unwanted situ-
ation in online optimisation systems and special care has to be
taken when choosing the optimisation method. The nature of the
constraints will be carefully studied in this scope.

Linearised Model
Our purpose of modelling the power consumption is to use the
expression in a minimisation framework. Therefore, we simplify
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the expression of Ẇc by finding a linear approximation to the
function. By using ‘RefEqns’ for a specific refrigerant, the two
enthalpy differences for instance can be expressed as in:

hoe − hie ≈ ˛1 × Pc + ˇ1 (10a)

hoc − hic ≈ ˛21 × Te + ˛22 × Pc + ˇ2 (10b)

Doing the above linear approximation for the refrigerant R134a
yields the following constants:

˛1 = −9.51 × 103 (11a)

ˇ1 = 219.38 × 103 (11b)

˛21 = −800 (11c)

˛22 = 4.94 × 103 (11d)

ˇ2 = −10.10 × 103 (11e)

Figure 4a shows the same surface as seen in Figure 3 but using
the linearised expressions for the enthalpy differences instead of
the exact values. The linearisation leads to an error which is plot-
ted in Figure 4b. From the surface in Figure 4a it seems that the
linearisation has preserved the basic shape and features of the
function for work done in the compressor. From the error plot, it
is noted that the error is most severe at the extrema of Te, where
it amounts to approximately 10% of the range for Ẇc. This could
have been improved by making the enthalpy difference over the
evaporator (Equation 10a) dependent on Te. However, since the
enthalpy difference over the evaporator appears in the denomina-
tor of the function describing the power consumption, it is highly
undesirable to make it dependent on one of the control variables.

For the case with multiple cold rooms in the system, (9) has
to be replaced by the sum of the mass flows from the individual
subsystems (i.e.

∑
i
mref,i).

By assuming ideal inner control loops, the model developed in
this study avoids considering the complicated nonlinear dynam-
ics in the refrigeration system. In combination with the accurate
model of the power used by the compressor, this yields the
simplest possible model which is still sufficiently accurate for
minimising the energy needed for operation of a refrigeration
system.

Figure 5. Illustration of the feasible solution area. The arrows indicate
from which side of the lines the area is constrained. [Color figure can be
seen in the online version of this article, available at http://onlinelibrary.
wiley.com/journal/10.1002/(ISSN)1939-019X]

Constraints
The system is constrained by several factors. A list of constraints
in both inputs and outputs of the system was given in (7). In
this section these will be related to the surface describing the
power consumption in the compressor in order to give a good
understanding of the actual set of feasible solutions.

Figure 5 illustrates how the constraints limit the two control
variables (Q̇e and Te) and a description is given in the following.
The upper and lower bounds on the cold room temperature pose
limitations on the cooling capacity, Q̇e. For a constant ambient
temperature it is seen from (4a) that the heat transfer from the
surroundings to the cold room depends on the cold room temper-
ature. Since this heat transfer has to be balanced by a heat transfer
to the refrigerant (Q̇e) for the derivative in (3) to be zero, the lower
limit of Tcr clearly puts an upper limit on Q̇e and vice versa. The
evaporation temperature is limited from above by the actual cold
room temperature to assure that the heat flow from cold room to
refrigerant in the evaporator is positive. Figure 5 shows −Te on the
x-axis, which is then bounded from below. Actually, the evapora-
tion temperature is also bounded by the condensing temperature

Figure 4. Power consumption in the compressor for the same scenario as in Figure 3 but with linearised enthalpies as given in (10). (a) Power
consumption with linearised enthalpies. (b) Errors by linearisation. [Color figure can be seen in the online version of this article, available at
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1939-019X]
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(Tc ≥ Te), however, the limit from Tcr is more conservative. The
last constraint (7c) limits the cooling capacity (Qe) as a function of
Te. It is readily seen that this dependence is linearly proportional
with −Te.

All the constraints mentioned above are plotted on top of the
surface from Figure 4a as an example with fixed Pc and Tcr to pro-
vide a feeling of the nature of these constraints and of the feasible
area. In addition, one of the contours (thin red lines) is highlighted
to indicate the effect of a constraint stemming from a limitation
of the maximum possible work provided by the compressor.

From Figure 5 it can be observed that the structure of the con-
straints is such that only one minimum of the power consumption
exists in the feasible region. This means that it is possible to mini-
mise the function uniquely even though it is not convex. It is
also noted that if the constraint from (7c) had a negative slope,
such that it could be tangent to one of the contour curves of the
power consumption, then two minima of the function would have
existed.

MINIMISATION PROCEDURE
In order to optimise the power consumption over the horizon
where parameters such as energy prices and outdoor temperature
can be predicted (N time steps), a cost function related to energy
costs can be constructed based on the discussion in the previous
sections. The entire problem can be described as:

min
Te∈ϒ, Q̇e∈�

N∑

k=1

cel,k × Q̇e × ˛21 × Te + ˛22 × Pc + ˇ2

˛1 × Pc + ˇ1
(12)

where cel is the electricity cost and the rest of the equation comes
from the combination of (8) and (9) using the linearisation from
(10).

Recalling the shape of the cost function and the constraints
from Figure 5, it can be realised that the minimum of (12) can
be obtained by fixing Te to any feasible value while minimising
over Q̇e and subsequently minimising over Te using the values for
Qe that were found in the first minimisation. This procedure will
be described in further details in the following.

We assume that we have available a prediction of the electricity
prices and the outdoor temperature that governs the condensing
pressure for the next N time steps (the prediction and control
horizon). Furthermore, a feasible evaporation temperature can be
chosen. The first step is then to solve (13) for Q̇e, where Q̇e in this
case is a vector that contains the cooling capacity for each of the
p cold rooms connected to the system for each of the N time steps.

min
Q̇e∈�

N∑

k=1

cel,k ×
p∑

i=1

Q̇ek × ˛21 × Te + ˛22 × Pck + ˇ2

˛1 × Pck + ˇ1
(13)

Equation (13) can be solved as the linear program (LP)

min
Q̇∗

e∈�
CTQ̇e (14)

where:

CT = [cel,1�h1 × 1p, . . . , cel,N�hN × 1p]

p : # of cold rooms

1p : A p-length vector of ones([11, 12, . . . , 1p])

(15a)

Q̇e = [
[Q̇e1,1 , Q̇e2,1 , . . . , Q̇ep,1 ] , [Q̇e1,2 , Q̇e2,2 , . . . , Q̇ep,2 ], . . . ,

× [Q̇e1,N , Q̇e2,N , . . . , Q̇ep,N ]
]T

(15b)

�hk = ˛21 × Te + ˛22 × Pck + ˇ2

˛1 × Pck + ˇ1
(15c)

The size of CT is (1 × (p × N)) and the size of Q̇e is ((p × N) × 1).
Next, we need to solve the minimisation given in (16) to find the
optimal Te. As before, Pc is a constant vector in time and Q̇∗

e is the
optimal cooling capacity found as the solution to (14).

min
T∗

e ∈ϒ

N∑

k=1

cel,k × Q̇∗
ek

× ˛21 × Tek + ˛22 × Pck + ˇ2

˛1 × Pck + ˇ1
(16)

The fraction can be rewritten such that the expression in (16)
yields:

min
T∗

e ∈ϒ

N∑

k=1

cel,k × Q̇∗
ek

(
˛21

˛1 × Pck + ˇ1
Tek + ˛22 × Pck + ˇ2

˛1 × Pck + ˇ1

)
(17)

The last term is constant with respect to Te and can be omitted
in the optimisation problem. This optimisation problem can be
formulated as a LP

min
T∗

e ∈ϒ
CTTe (18)

where:

CT = [h1 × cel,1 × Q̇∗
e, sum1

, . . . , hN × cel,N × Q̇∗
e, sumN

] (19a)

Q̇e, sum =

⎡
⎢⎢⎣

[1p]1 0 · · · 0
0 [1p]2 · · · 0
...

...
. . .

...
0 0 · · · [1p]N

⎤
⎥⎥⎦Q̇

∗
e (19b)

Te = [Te1 , Te2 , . . . , TeN ] (19c)

hk =
(

˛21

˛1 × Pck + ˇ1

)
(19d)

The matrix multiplied by Q̇∗
e in (19b) is (N × (N × p)). Q̇e, sum

and C are both of size (N × 1).
When optimal values for both Q̇∗

e and T∗
e over the predic-

tion horizon have been computed, it must be checked whether
the evaporation temperature violates the constraint on maximum
compressor work at any time. If it does, it must be limited to the
extremum that can be achieved and the minimisation in (13) must
be repeated. This procedure may have to be applied for some iter-
ations before all capacity violations are handled well. Figure 6
shows a simulation result using the models and optimisation pro-
cedure presented in this study. For the simulations, the following
parameter values have been used: Ku = 1.111, KD = 1, �= 111.11,
Tcr∈[0 : 10]. The control and prediction horizon is N = 250 and
the sample time is Ts = 1.

When formulating the economic MPC, we make use of the turn-
pike theorems as described by McKenzie (1976) and Rawlings
and Amrit (2009). By choosing a sufficiently long control and
prediction horizon, N, the turnpike theorems guarantee nominal
stability of the closed-loop system. From Figure 6, it is observed
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Figure 6. Simulation using economic MPC with the proposed separated
optimisation procedure for the presented refrigeration system. [Color
figure can be seen in the online version of this article, available at
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1939-019X]

how the load is shifted such that the entire temperature range
(0–10◦C) is utilised in order to benefit from the variations in
outdoor temperature and electricity price. Furthermore, the peak
around time step 135 has been limited due to a chosen maximum
compressor capacity. Six iterations where needed with the given
scenario.

Summary: Procedure for Minimising Power
Consumption
• Predict condensing temperature/pressure (Pc) and electricity

prices (cel).
• Find feasible guess on Te.
• minQ̇e∈�

∑
cel × Q̇e × ˛21×Te+˛22×Pc+ˇ2

˛1×Pc+ˇ1
, with fixed Pc, cel and Te

to find Q̇∗
e .

• minTe∈ϒ
∑
cel × Q̇∗

e × ˛21×Te+˛22×Pc+ˇ2
˛1×Pc+ˇ1

with fixed Pc, cel and Q̇∗
e

from the above minimisation to find T∗
e .

• Check if T∗
e is feasible, otherwise set T∗

e according to the max-
imum compressor work and repeat the minimisation over Q̇e

with Te = T∗
e fixed.

• Implement T∗
e and Q̇∗

e .

This procedure boils down to solving a series of LPs for which
well-established and efficient solvers exist. The method we have
chosen for solving the LPs uses condensing (state elimination)
and the computational demands scale cubically with the control
and prediction horizon, N. Each of the LPs are simple with one
dynamical state per cold room. Due to the separation of the prob-
lems, only one extra LP has to be solved per iteration for each
extra cold room added. If state elimination is not applied, the LP
can be solved using Riccati iterations and scales linearly with the
control and prediction horizon, N.

Nonlinear Optimisation
In this section, we solve the scenario from Figure 6 using the
nonlinear optimisation toolbox ACADO (Houska et al., 2010). The
resulting plot is seen in Figure 7.

As illustrated in the figures, our proposed optimisation method
yields very similar results when comparing to the solution we got
from solving the complete problem in one go with a nonlinear
solver. The overall trajectories are very similar but still some dif-
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Figure 7. Simulation using economic MPC with nonlinear optimisation
tool for the presented refrigeration system. [Color figure can be seen in
the online version of this article, available at http://onlinelibrary.
wiley.com/journal/10.1002/(ISSN)1939-019X]

ferences can be noted, especially due to the different nature of the
two algorithms. The total cost savings in the two cases amount
to approx. 11% for the separated optimisation and approx. 12%
when the entire problem is solved with the nonlinear solver. Thus,
we can conclude that our proposed minimisation method only
finds a suboptimal solution, though it seems very close to what
we can find with other and much more computationally expensive
solvers. The advantage of the suboptimal tailored optimisation
algorithm over ACADO is that it is much faster and can be imple-
mented on industrial hardware. ACADO used several minutes for
solution of the problem while the tailored suboptimal algorithm
used less than a second.

Hovgaard et al. (2011, 2012) use the cost function presented
in this study together with the nonlinear optimisation tool to
simulate realistic scenarios for a three-unit supermarket and real
electricity price data. This study showed how the system can gain
around 10% in savings by optimisation of its own costs and much
more if it is enabled to participate with flexible power consump-
tion for which it is economically rewarded.

CONCLUSION
In this study, we have presented a model of supermarket refrig-
eration systems with special focus on the power consumption
in the compressor which we have formulated in a novel way.
The contribution of this model is its ability to work with eco-
nomic optimising MPC while maintaining a realistic and accurate
description of the power consumption. This makes it possible to
use the model for power management schemes in which the load
on the refrigeration system can be shed in order to minimise
the cost of power for operating the system. Furthermore,
flexible power consumption is enabled. Difficulties regarding non-
convexity of the objective function were described along with a
new minimisation procedure that is capable of finding a unique
minimum inside the feasible region. This was done by separating
the optimisation problem in the two control variables and solv-
ing a LP for each of them. Since violation of the constraint of
maximum capacity in the compressor can only be checked when
both control variables are found there may be a need for iterating
between the two subproblems until a feasible solution is found.
We have compared the solution from the proposed minimisation
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method with a nonlinear optimisation tool using a simple example
scenario. The trajectories and costs computed by the two algo-
rithms are very similar. The proposed tailored algorithm is very
fast but suboptimal. However, empirical evidence from simulation
scenarios suggests that its solution is very close to the optimal
solution. For the proposed method to be applicable the problem
in question must be analysed in order to ensure the existence of a
unique minimum within the feasible region. The model developed
in this study can also be used with other optimisation algorithms.
Investigation of such algorithms to the model is part of our future
work.
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We consider the control of a commercial multi-zone refrigeration system, consisting of several cooling units that
share a common compressor, and is used to cool multiple areas or rooms. In each time period we choose cooling
capacity to each unit and a common evaporation temperature. The goal is to minimise the total energy cost, using
real-time electricity prices, while obeying temperature constraints on the zones. We propose a variation on model
predictive control to achieve this goal. When the right variables are used, the dynamics of the system are linear,
and the constraints are convex. The cost function, however, is nonconvex due to the temperature dependence of
thermodynamic efficiency. To handle this nonconvexity we propose a sequential convex optimisation method,
which typically converges in fewer than 5 or so iterations. We employ a fast convex quadratic programming
solver to carry out the iterations, which is more than fast enough to run in real time. We demonstrate our method
on a realistic model, with a full year simulation and 15-minute time periods, using historical electricity prices and
weather data, as well as random variations in thermal load. These simulations show substantial cost savings, on
the order of 30%, compared to a standard thermostat-based control system. Perhaps more important, we see that
the method exhibits sophisticated response to real-time variations in electricity prices. This demand response is
critical to help balance real-time uncertainties in generation capacity associated with large penetration of
intermittent renewable energy sources in a future smart grid.

Keywords: energy management; optimisation methods; predictive control; nonlinear control systems; smart grids

1. Introduction

To obtain an increasing amount of electricity from
intermittent energy sources such as solar and wind, we
must not only control the production of electricity, but
also the consumption, in an efficient, flexible and
proactive manner. In, e.g. Finn, Fitzpatrick, Connolly,
Leahy, and Relihan (2011), facilitation of wind gener-
ated electricity by price optimised thermal storage was
described. In contrast to the current centralised power
generation system, the electricity grid will be a network
of many independent power generators. The smart grid
will be the future intelligent electricity grid that
incorporates all these. The Danish transmission
system operator has the following definition of smart
grids which we adopt in this work: ‘Intelligent electrical
systems that can integrate the behaviour and actions of
all connected users—those who produce, those who
consume and those who do both—to provide a
sustainable, economical and reliable electricity supply
efficiently’ (Energinet.dk 2011). Different means of
utilising demand response in a smart grid setting have
been investigated in an increasing number of publica-
tions, e.g. Andersson et al. (2010), Han, Han, and

Sezaki (2010), Saele and Grande (2011) and Molina-

Garcia, Kessler, Fuentes, and Gomez-Lazaro (2011),

for plug-in electric vehicles and heat pumps. Kirschen

(2003) investigated demand response and price elastic-

ity and Pina, Silva, and Ferrão (2012) analysed

different demand side management strategies.
In Denmark around 4500 supermarkets consume

more than 550,000 MWh annually. This corresponds

roughly to 2% of the entire electricity consumption in

the country. Refrigerated goods constitute a large

capacity in which energy can be stored in the form of

‘coldness’. The thermostat (hysteresis) control policy

most commonly used today does not exploit this and a

large potential for energy and cost reductions exists.

Preliminary investigations have been carried out in

Larsen, Thybo, and Rasmussen (2007) and Hovgaard,

Edlund, and Jørgensen (2010).
We propose an economic optimising model predic-

tive controller, economic Model Prodictive Control

(MPC), to address this for a commercial refrigeration

system. Predictive control – also known as receding

horizon control – for constrained systems has emerged

during the past 30 years as one of the most successful
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methodologies to control industrial processes (Qin and
Badgwell 2003) and is increasingly being considered to
control both refrigeration and power systems (Sarabia,
Capraro, Larsen, and de Prada 2008; Blarke and
Dotzauer 2011; Edlund, Bendtsen, and Jørgensen
2011). MPC based on optimising economic objectives
has only recently emerged as a general methodology
with efficient numerical implementations and provable
stability properties (Rawlings and Amrit 2009; Angeli,
Amrit, and Rawlings 2012; Diehl, Amrit, and Rawlings
2011) and is now considered for smart grid related
problems too (Halvgaard, Poulsen, Madsen, and
Jørgensen 2012; Hindi, Greene, and Laventall 2012).
We have previously demonstrated the capability of
economic MPC in, e.g. Hovgaard et al. (2010),
Hovgaard, Larsen, and Jørgensen (2011a) and
Hovgaard, Larsen, Edlund, and Jørgensen (2012a) to
minimise the total cost of energy for a commercial
refrigeration system while enabling it to participate in
demand response schemes. Economic MPC has the
ability to choose the optimal cooling strategy from
predictions of the disturbances such as load, efficiency
and price of electricity. This is achieved by utilising the
thermal capacity to shift the consumption in time,
while keeping the temperatures within certain bounds.
We choose these bounds so that they have no
consequences for food quality and safety. Van
Harmelen (2001), Bush and Wolf (2009) and
Oldewurtel et al. (2010) also described the use of
load-shifting capabilities to reduce total energy con-
sumption. For other reviews of the use of thermal
storage and for the importance of MPC in demand
response schemes see, e.g. Camacho, Samad, Garcia-
Sanz, and Hiskens (2011) and Arteconi, Hewitt, and
Polonara (2012).

An underlying challenge in applying MPC to
vapour compression refrigeration systems is that the
classical thermodynamics models are quite complex,
and include many nonlinearities, such as temperature-
dependent efficiencies. One approach, called nonlinear
MPC (NMPC), is to accept the optimisation problem
to be solved as nonlinear and nonconvex, and use
generic nonlinear optimisation methods, such as
sequential quadratic programming (SQP) (Boggs and
Tolle 1995). This is the approach taken in Hovgaard
et al. (2012a), which used ACADO (Houska, Ferreau,
and Diehl 2010), a generic nonlinear optimal control
code, to solve the optimisation problems. NMPC is
widely used in the chemical process industry (see, e.g.
Biegler 2009) but in general it requires special attention
to ensure (local) convergence, and the computational
complexity can be prohibitively high.

Our method differs from NMPC in the following
ways. First, our formulation (choice of variables) results
in an optimisation problem with linear constraints, but

an objective function that is nonconvex. Instead of a
generic SQP (or other) method, we use a sequential
convex programming (SCP) method, in which the
objective is approximated by a convex function in
each iteration; the equality and inequality constraints,
which are convex, are preserved, giving us the speed and
reliability of solvers for convex optimisation (Boyd and
Vandenberghe 2004). Our method, like SQP, involves
the solution of a sequence of (convex) quadratic
programs (QPs), but differs very much in how the QPs
are formed. In SQP, an approximation to the
Lagrangian of the problem is used; the linearisation
required in each step can end up dominating the
computation (Dinh, Savorgnan, and Diehl 2011). In
our SCP method, the convexification step needed in
each iteration is quite straightforward. Unlike SQP, our
method does not exhibit terminal quadratic conver-
gence, but since our method converges in practice in just
a handful of iterations, this does not seem to be an issue,
at least in this application. We use the tool CVXGEN
(Mattingley and Boyd 2012) to generate fast custom
solvers for the QPs that arise in our method, achieving
solution times measured in milliseconds.

We describe the method in detail, and report
careful numerical simulations on a realistic supermar-
ket refrigeration system. For prediction of outdoor
temperatures and real-time electricity prices we build
models using three years of historical data. With
15-minute sample time and a prediction horizon of
48 steps CVXGEN transforms the original optimisa-
tion problem into a standard form QP with 573
variables and 1248 constraints, which can be solved by
the custom solver in a couple of milliseconds. This
extreme speed allows us to carry out a simulation for a
full year with 15-minute increments in around 4 min on
a single-core processor. The results are quite interest-
ing. Immediately we see cost savings on the order of
30%. We see that MPC does pre-cooling, i.e. cools to a
lower than normal temperature (without leaving the
acceptable temperature range) to reduce cooling
needed at times with higher electricity prices. By
scatter plotting electricity price and energy consump-
tion, we show that our MPC controller exhibits a
sophisticated form of demand response to prices,
reducing consumption when the prices are high and
pre-cooling when prices are low, while maintaining
temperatures within the required range.

Prior work

Leducq, Guilpart, and Trystram (2006) used NMPC
with an iterative routine to optimise the coefficient of
performance (COP) for a refrigeration plant while
maintaining a fixed cooling capacity. Since the focus
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was not on load-shifting, a quadratic cost function was
used to track the cooling capacity. As the cooling
capacity was not a decision variable the problem
became convex in the cost function. Still due to the
computational burden, the prediction horizon was
limited to 3–4 sample periods. Elliott and Rasmussen
(2008) controlled a multi-evaporator refrigeration
system with MPC that tracked energy efficient set-
points. By optimising only over the cooling capacity
from each evaporator and using a PI controller based
on the most loaded unit for controlling the evaporation
temperature, the optimisation problem rendered convex
and linear. But this strategy completely disregarded
these two variables’ interdependency on the system
efficiency. As we will see in this study, the multi-variate
problem has to be taken into account. A sequential
NMPC approach was also used in Sonntag,
Devanathan, and Engell (2008) to minimise the com-
pressor switching. Even though computational com-
plexity is not reported directly, the authors state that
‘the approach does not yield satisfactory results for
larger systems due to the combinatorial growth of the
search space’.

Predictive control and optimisation for energy cost
reductions in vapour compression cycles have been
investigated for building temperature regulation too.
Ma, Qin, Salsbury, and Xu (2012) considered time-of-
use pricing in that context. The problem was formu-
lated as a linear program (LP) but no specific details
were given on how the power consumption was
approximated. Oldewurtel et al. (2010), Ma, Kelman,
Daly, and Borrelli (2012a) and Ma et al. (2012b) all
used weather predictions to optimise the energy effi-
ciency. In the first one, the cost reduced to a linear
function while stochastic disturbances were handled by
affine disturbance feedback. In the latter two, power
consumption was implemented as a 5-D lookup and a
move-blocking strategy was used to reduce computa-
tional burden. An average computational time of
20 min was reported.

SQP is a well-known method used for NMPC and,
e.g. Ma and Borrelli (2012) applied a tailored SQP
algorithm to building temperature regulation.
However, the energy consumption model was a static
function of the load on the air-side and again the
control decisions’ influence on the COP was lost. 10–13
seconds’ computation times on a 3 GHz dual-core
processor were reported. In Oldewurtel et al. (2012),
the studies from Oldewurtel et al. (2010) were extended
and a sequential LP algorithm was used to deal with a
bilinear cost. No computational times were reported in
this study.

The need for computationally efficient optimisation
in MPC applied to systems with either fast sampling or
limited computational resources are considered in an

increasing number of publications. In Diehl et al.
(2002), a direct multiple shooting method was pre-
sented, capable of solving an NMPC problem with
42 differential states and 122 algebraic states over
20 control intervals in 10 s and in Wang and Boyd
(2010) a quadratic MPC problem with 12 states, 3
controls and a horizon of 30 intervals was solved in
5ms using warm-starting. Another approach to real-
time MPC is the explicit methods as reported in, e.g.
Zeilinger, Jones, and Morari (2008), where the tech-
nique was used in combination with online optimisa-
tion for solving QPs under restrictions on the
computational time. Grancharova, Johansen, and
Tøndel (2007) gives an extension to explicit NMPC.
However, it was reported that it is troublesome to
ensure stability if the problem is nonconvex, and in
addition, the explicit methods are not suitable for
larger problems due to extremely large state spaces.
Approaches to parallel implementation of MPC algo-
rithms for real-time execution were shown in, e.g.
Jerez, Constantinides, Kerrigan, and Ling (2011),
where a problem with 32 states, 16 inputs and 10
control intervals was solved in 344 ms on an FPGA.
For further reviews of numerical methods for solution
of real-time optimal control problems in NMPC see,
e.g. Diehl, Ferreau, and Haverbeke (2009).

Embedded convex optimisation applications have
recently become more available to non-experts by the
introduction of the automatic code generator
CVXGEN (Mattingley and Boyd 2012). Remarkable
speed-ups achieved using tailored QP-solvers exported
from CVXGEN have been reported in, e.g. Kraning,
Wang, Akuiyibo, and Boyd (2011) and Mattingley,
Wang, and Boyd (2011). In a recent report
(O’Donoghue, Stathopoulos, and Boyd (2012), a split-
ting technique to a generic linear-convex optimal
control problem is introduced and computation times
faster than what is obtained by CVXGEN are reported.
This suggests that our method could speed up even
further.

Outline

In Section 2, we describe the dynamic models used for
the commercial multi-zone refrigeration system. We
define variables and constraints and briefly describe
the control policy most commonly used in commercial
refrigeration today. In Section 3, we establish an MPC
controller for the system and give details on the
proposed iterative optimisation scheme. We describe
the method for obtaining a convex approximate
objective function and how to solve this using
CVXGEN. We demonstrate the method by simulation
of a case study for which we describe the scenario,
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along with very simple predictors in Section 4.
Following this, the results of the numerical examples
appear. We simulate the system for a full year and
report on computation time, convergence, cost savings
and demand response behaviour. In Section 5, we give
concluding remarks.

2. Commercial refrigeration

In this section, we describe the dynamic model of a
commercial multi-zone refrigeration system. Such sys-
tems can include supermarkets, warehouses or air-
conditioning. We describe the thermodynamics, the
constraints of the system and the function reflecting
the economic cost of operating the plant.

Model

The model describes a system with multiple cold rooms
in which a certain temperature for the stored foodstuff
has to be maintained. We describe the temperature
dynamics and the energy cost of the system using SI
units throughout: energy flows and power consump-
tion are in Watts, temperatures are in degrees centi-
grade, pressures are in Pascal, enthalpies are in Joules/
kg and instantaneous electricity prices are in EUR/W.
This fixes the units of all quantities used.

The refrigeration system considered utilises a
vapour compression cycle in which a refrigerant
circulates in a closed loop consisting of a compressor,
an expansion valve and two heat exchangers, an
evaporator in the cold storage room, as well as a

condenser/gas cooler located in the surroundings.
When the refrigerant evaporates, it absorbs heat from
the cold reservoir which is rejected to the hot reservoir.
To sustain these heat transfers, the evaporation tem-
perature Te(t) (given by the pressure Pe(t)) has to be
lower than the temperature in the cold reservoir Tair(t)
and the condensation temperature has to be higher
than the temperature at the hot reservoir Ta(t). Low
pressure refrigerant, with the pressure Pe(t), from the
outlet of the evaporator is compressed in the compres-
sors to a high pressure Pc(t) at the inlet to the
condenser to increase the saturation temperature. In
these expressions t denotes time. To lighten notation,
we will drop the time argument (t) in time-dependent
functions in the sequel.

The setup is shown in Figure 1, with one cold storage
room and one frost room connected to the system.
Usually, several cold storage rooms, e.g. display cases,
connect to a common compressor rack and condensing
unit. Because of this, the individual display cases see the
same evaporation temperature, but each unit has its
own inlet valve for individual temperature control.

Temperature dynamics

We use a first principles model and describe the
dynamics in the cold room by simple energy balances.
The temperature of the foodstuff is denoted by Tfood(t)
and satisfies the differential equation,

mfoodcp, food
dTfood

dt
¼ _Qfood�air, ð1Þ

MT

LT

T
C

T
C

P
C

P
C

TcrTcrF Ta

TeF

SurroundingsCold roomFrost room

Qc

QeQeF

W cW cF

Condensor

..

.

..

CompressorsFrost
Compressors

Evaporators

Te

Tamb
Heat load

Figure 1. Schematic layout of basic refrigeration system.
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where _Qfood�airðtÞ is the energy flow from the air in the
cold room to the foodstuff, mfood is the (assumed
constant) mass of food and cp,food is the constant
specific heat capacity of the food. The temperature of
the air in the cold room Tair(t) satisfies the differential
equation,

maircp, air
dTair

dt
¼ _Qload � _Qfood�air � _Qe, ð2Þ

where _QeðtÞ is the applied cooling capacity (energy
absorbed in the evaporator), _QloadðtÞ is heat load from
the surroundings to the air, mair is the constant mass of
air and cp,air is the constant specific heat capacity of the
air. We describe the heat flows using Newton’s law of
cooling,

_Qfood�air ¼ kfood�airðTair � TfoodÞ,

_Qload ¼ kamb�crðTamb � TairÞ þ _Qdist,

_Qe ¼ kevapðTair � TeÞ,

where k is the constant overall heat transfer coefficient
between two media, Tamb(t) is the temperature of the
ambient air which puts the heat load on the refriger-
ation system and _QdistðtÞ is a disturbance to the load
(e.g. an injection of heat into the cold room).

Energy cost

The energy used by the compressor, denoted _WcðtÞ,
dominates the power consumption in the system. It can
be expressed by the mass flow of refrigerant mref(t) and

the change in energy content. We describe energy
content by the enthalpy of the refrigerant at the inlet
and at the outlet of the compressor (hic(t) and hoc(t),
respectively). These enthalpies are refrigerant-depen-
dent functions of Te and Pc (or equivalently, outdoor
temperature Ta) as denoted in (3). They are computed
using, e.g. the software package REFEQNS (Skovrup
2000), which models the thermodynamical properties
of different refrigerants. We describe _Wc as

_Wc ¼
mref hocðTe,PcÞ � hicðTeÞð Þ

�isðPc=PeÞð1� �heatÞ
, ð3Þ

where the isentropic efficiency �is(t) is a function
mapping the pressure ratio over the compressor into
compression efficiency and �heat is a constant heat loss
(in per cent) from the compressor. The mass flow is
determined as the ratio between cooling capacity and
change of enthalpy over the evaporator (hoe(t)� hie(t)):

mref ¼
_Qe

hoeðTeÞ � hieðPcÞ
:

The efficiency function �is can be found in several
ways. We used data from first principles thermody-
namic calculations to fit a model of the form

�isð�Þ ¼ c1 þ c2�þ c3�
1:5 þ c4�

3 þ c5�
�1:5,

where c1, . . . , c5 are constant parameters. We found
this approximation to be accurate within 1%. Figure 2
shows �is versus the pressure ratio �¼Pc/Pe.

Another compressor sits between the frost evapo-
rator and the suction side of the other compressors, as
seen in Figure 1. This compressor decreases the
evaporation temperature for the frost part of the
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Figure 2. Isentropic efficiency of the compressor as a function of the pressure ratio Pc/Pe.
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system to a lower level. We can describe the work in
the frost compressor by identical equations but the
pressure at its outlet is determined by the evaporation
temperature for the cooling part. The mass flow
through the frost compressor adds to the flow through
the cooling compressors. We use the subscript F to
denote variables related to the frost part.

We describe the instantaneous energy cost of
operating the system by multiplying power consump-
tion by the real-time electricity price pel(t). The energy
cost C over the period [T0, Tfinal] is

C ¼

Z Tfinal

T0

pel _Wc þ _WcF

� �
dt: ð4Þ

For later reference we express (4) using the coefficients
of performance, COP, (�COP(t) and �COP,F(t)
respectively),

C ¼

Z Tfinal

T0

pel
1

�COP

_Qe þ
1

�COP,F

_QeF

� �
dt:

�COP(t) and �COP,F(t) are complicated functions of the
outdoor temperature and of the controllable variables
_Qe and Te. For any given values of these variables we
can, however, compute the coefficients of performance
using the steps outlined in Algorithm 1.

Algorithm 1: Calculating the COP for a three-unit
system

Require:

1. Initial values: Te and _Qe, i

� �3
i¼1

.
2. Prediction of outdoor temperature Ta.

Compute:

1. Pressure in gas cooler Pc.
2. Enthalpy into evaporator hie as a function of

Pc.
3. Enthalpy out from evaporators hoe,i as a

function of Te and _Qe, i.
4. Enthalpy into compressor hic using mass and

energy balances to combine hoe,i’s.
5. Enthalpy out of compressor hoc as a function of

hic, Te, and Pc.
6. �is as a function of Te and Pc.
7. COP as �is(1� �heat)(hoei� hie)/(hoc� hic).

Control

Manipulated variables

Our controller manipulates the cooling capacity in
each zone and the evaporation temperatures Te and

TeF. The latter two are common for the entire
refrigeration part and the entire frost part, respectively.
In practice, this is achieved by setting the set-points for
inner control loops which operate with a high sample
rate (compared to our control). This fast local control
system allows us to ignore the complex and highly
nonlinear behaviour in the gas–liquid mixture in the
evaporator.

Measured variables

The controller bases its decisions on measurements of
air and food temperatures in each unit, on the known
current outdoor temperature and electricity price, and
on the predicted future values of the latter two. The
heat disturbances are unknown.

Constraints

We would like the food temperatures to satisfy the
inequalities

Tfood,min � Tfood � Tfood,max, ð5Þ

where Tfood,min and Tfood,max are a given allowable
range given for each of the individual units. With
randomly occurring load disturbances, it is not possi-
ble to guarantee that the temperatures are always in
this range. So in lieu of imposing the constraints, we
encode (5) as a set of soft constraints, i.e. as a term
added to the cost function,

V ¼

Z Tfinal

T0

�soft,maxðTfood � Tfood,maxÞþ

þ �soft,minðTfood,min � TfoodÞþdt,

where (a)þ¼max{a, 0}. This objective term penalises
violations of the temperature range constraints. We
choose the positive constants �soft,max and �soft,min so
that violations are very infrequent in closed-loop
operation. This formulation ensures a feasible problem
even in the presence of uncertain loads. In a stochastic
formulation, such as the one presented in Hovgaard,
Larsen, and Jørgensen (2011b), probabilistic con-
straints guarantee a feasible problem.

In addition, two constraints that cannot be violated
are given by the nature of the system,

0 � _Qe � kevap,maxðTair � TeÞ, ð6Þ

0 � _Wc � _Wc,max, ð7Þ

where kevap, max is the constant overall heat transfer
coefficient from the refrigerant to the air when the
evaporator is completely full and _Wc,max is the
constant limit on maximum energy consumption in
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the compressors. We define the set � as all ð _Qe,TeÞ

that satisfy the system dynamics (1)–(2) and the
constraints (6)–(7).

Thermostat control

Today, most display cases and cold rooms are con-
trolled by a thermostat. This means that maximum
cooling is applied when the cold room temperature
reaches an upper limit and shut off when the lower limit
is reached. The advantage of this control policy is that it
is simple and robust. The disadvantages, however,
include: a high operating cost since the controller is
completely unaware of system efficiency and electricity
prices, no capability of demand response and no
specific handling of disturbances. All of these are
addressed in our proposed method by intelligently
exploiting the thermal capacity in the refrigerated mass.

3. Method

Figure 3 outlines the overall structure of the proposed
method and in the following sections we describe the
details of the controller.

Economic MPC controller

The refrigeration system is influenced by a number of
disturbances which we can predict (with some uncer-
tainty) over a time horizon into the future. The
controller must obey certain constraints, while mini-
mising the cost of operation. Economic MPC addresses
all these concerns. Whereas the cost function in MPC
traditionally penalises a deviation from a set-point, the
proposed economic MPC directly reflects the actual
costs of operating the plant. This formulation is
tractable for refrigeration systems, where we are
interested in keeping the outputs (cold room temper-
atures) within certain ranges, while minimising the cost
of doing so.

Like in traditional MPC, we implement the con-
troller in a receding horizon manner, where an
optimisation problem over N time steps (the control
and prediction horizon) is solved at each step. The
result is an optimal input sequence for the entire
horizon, out of which only the first step is imple-
mented. The controller aims at minimising the elec-
tricity cost of operation. This cost relates to the energy
consumption but we do not aim specifically at mini-
mising this, nor do we focus on tracking certain
temperatures in the cold rooms. The optimisation
problem is thus formulated as

minimise Cþ V,

subject to ð _Qe,TeÞ 2 �,

TTfinal

food ¼ Tfood,min þ Tfood,max

� �
=2,

ð8Þ

where the variables are _Qe and Te (both functions of
time). The feasible set � imposes the system dynamics
and constraints, and is defined by (1)–(2) and (6)–(7).
We add a terminal constraint that the final food
temperature TTfinal

food must be at the midpoint of the
allowable range of temperatures.

Instead of (8) we solve a discretised version with N
steps over the time interval [T0,Tfinal],

_Qe ¼
_Qk
e

� �N�1
k¼0

, Te ¼ Tk
e

� �N�1
k¼0

: ð9Þ

The MPC feedback law is the first move in (9).
The controller uses the initial state as well as

predictions of the real-time electricity cost, the outdoor
temperature and the injected heat loads for the time
interval. The predictions could come from any source,
including national weather service, market or balance
responsible parties on the power grid, etc. In this article
we use very simple implementations of predictors that
we describe in Section 4.4.

SCP method

The feasible set �, the terminal constraint and the cost
function term V are all convex. Unfortunately, as C is
nonconvex in the controllable variables _Qe and Te, the
problem in (8) is not convex.

Instead of using a generic nonlinear optimisation
tool, we choose to solve the optimisation problem
iteratively using convex programming, replacing
the nonconvex cost function C with a convex
approximation,

Ĉi ¼

Z Tfinal

T0

pel
1

�̂iCOP

_Qe þ
1

�̂iCOP, F

_QeF

 !
dt, ð10Þ

where �̂iCOP and �̂iCOP,F are calculated for the ith
iteration as in Algorithm 1 using _Qi�1

e and Ti�1
e found

Ta, Tamb, Q̇dist

System

Controller

Tfood

W ¤c

pel

dC
dt

Q̇e,Te

Historical data

Figure 3. Block diagram of the MPC controller.
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in the previous iteration. Thus in each iteration we
solve a convex optimisation problem, which can be
done very reliably and extremely quickly. Our approx-
imation in each step is simple and natural: we use the
COP calculated for the last iteration trajectory.

While our proposed method gives no theoretical
guarantee on the performance, we must remember that
the optimisation problem is nothing but a heuristic for
computing a good control and that the quality of
closed-loop control with MPC is generally good
without solving each problem accurately. Indeed, we
have found that very early termination of this SCP
method, well before convergence, still yields very good
quality closed-loop control.

Algorithm 2 outlines the method. In the algorithm,
’prox and ’roc are regularisation terms which we
describe in Section 3.3.

Algorithm 2: Iterative optimisation with nonconvex
objective

Initialise
_Q0
e , T

0
e , and i¼ 1.

Compute

�̂iCOP and �̂iCOP, F, as functions of f
_Qe,Teg

i�1 and Ta.
Solve

minimise Ĉi þ Vþ ’prox þ ’roc,

subject to ð _Qi
e,T

i
eÞ 2 �,

TTfinal, i
food ¼ Tfood,min þ Tfood,max

� �
=2,

Update
_Qi
e, T

i
e, and i¼ iþ 1

Repeat until convergence.

In Hovgaard, Larsen, Skovrup, and Jørgensen
(2012c), we concluded that a unique minimum of the
power consumption function exists within the feasible
region. This assures that an iterative approach will
converge to the intended extremum point.

Regularisation

We use two different types of regularisation in the
optimisation problem. To avoid oscillations from
iteration to iteration we add proximal regularisation
of the form

’prox ¼ �prox
XN�1
k¼0

k _Qk
e �

_Qk,prev
e k22, ð11Þ

where the superscript ‘prev’ indicates that it is the
solution from the previous iteration and �prox is a
constant weight chosen to damp large steps in each
iteration. Smaller steps will of course increase the

number of iterations required for the SCP method to
converge, but, since we warm-start the algorithm from
the solution in the previous time step, the difference is
negligible.

Without proximal regularisation oscillatory behav-
iour can occur due to the nature of the thermodynam-
ics in the refrigeration system: in one iteration of the
sequential optimisation, greater amounts of cooling
capacity are applied to time steps where the efficiency
of the system is high. Doing this causes the mass flow
of refrigerant, the pressure difference over the com-
pressor, or both to increase, and thereby lowers the
efficiency. If this effect is sufficiently powerful, the
COP calculated in the following iteration might be
completely different and the optimisation will try to
reduce cooling at those time steps and the outcome will
differ greatly from the previous. Proximal regularisa-
tion eliminates this oscillatory behaviour.

Finally, we add a quadratic penalty on the rate-of-
change of _Qe,

’roc ¼ �roc
XN�1
k¼1

k _Qk
e �

_Qk�1
e k

2
2: ð12Þ

This regularisation term serves two purposes: it
improves the convergence of the sequential program-
ming method, and also discourages rapid changes or
switches in compressor levels, which helps reduce wear
and tear of the compressor.

Adding (11) and (12) to the linear objective formed
by Ĉþ V results in a QP which we must solve once in
each iteration. Due to the special structure of the MPC
problem this QP is sparse; see, e.g. Jørgensen,
Rawlings, and Jørgensen (2004), Jørgensen (2005)
and Wang and Boyd (2010).

Non-homogeneous sampling

To benefit from the variations in outdoor temperature
and electricity prices we want to have an effective
prediction horizon of at least 12 h. Since the tail of the
control sequence calculated in open loop is typically
not identical to the optimal closed-loop sequence, we
choose a sufficiently long prediction and control
horizon of 24 h.

Speed of computation is a major concern in this
work and we want to limit the size of the QPs that we
solve in each iteration. A sampling time of 15min
directly gives 96 steps to be computed for the 24-hour
prediction horizon. One way of reducing the problem
size is non-homogeneous sampling over the prediction
horizon, exploiting that accuracy becomes less impor-
tant towards the end of the open-loop sequence.
Hence, we are using a prediction horizon augmented
of three sequences with increasing sample time.
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4. Case study

By simulation of realistic case studies we have verified
the functionality and performance of the proposed
MPC controller. In this section, we describe the scenar-
ios used and present the outcomes of the simulations.

Scenario

Data from supermarkets actually in operation in
Denmark have been collected. From these data, typical
parameters such as time constants, heat loads, tem-
perature ranges, capacities and normal control policies
have been estimated for three very different units; a
milk cold room, a vertical shelving display case and a
frost storage room. These units differ widely in load,
mass of goods and temperature demands. The cooling
capacity is controlled individually for each unit and we
index these variables as _Qe, i

� �3
i¼1

. The refrigeration
system that we monitored uses CO2 as refrigerant. CO2

is getting increasingly popular for supermarket refrig-
eration since it is non-poisonous and non-flammable
and since several governments put restrictions on the
usage of conventional HFC refrigerants. We use
calculations of the power consumption capable of
handling both sub- and super-critical operation of the
CO2 system. Table 1 gives the key parameters for the
system. In Hovgaard, Larsen, Skovrup, and Jørgensen
(2012b), we demonstrated how to estimate the param-
eters and design an observer for the food temperatures
in the refrigeration system. We convert the system in
Section 2.1 to the discrete-time equivalent using these
parameters. Since inner control loops are in place we
have found that a sampling time of 15min for the
MPC controller is appropriate.

We model a contribution from the uncertain load
by a 40% increase in the normal heat load. The
increase occurs at random instances in 25% of the
15-minute periods. To account for this, back-offs from
the temperature limits are introduced. We adjust these
such that violations of the limits occur only 0.5–1% of
the time. Less than 0.1� is often sufficient.

The temperature in the frost room (which has the
slowest dynamics) increases from Tfood,min to Tfood,max

in approximately 11.5 h if no cooling is applied. This
supports the need for a horizon of at least 12 h as
mentioned in Section 3.

Algorithm details

We use a prediction horizon of 24 h, with non-
homogeneous sampling. The first 6-hour interval is
sampled every 15min, followed by the second 6-hour
interval sampled every 30min, and the last 12-hour

interval is sampled every hour. This gives us a total of
48 values to describe the 24-hour period.

For regularisation of the optimisation problems
the best behaviour was observed with parameters in the
order of �prox¼ 0.08 and �roc¼ 0.06; however, the
method seems to be quite robust to changes in these
values. With these values of the regularisation param-
eters, the SCP method typically converged in 5 or so
steps. We found that early termination, after only 2
steps, still resulted in quite good closed-loop control
performance.

Recent advances in convex optimisation allow for
convex QPs to be solved at millisecond and microsec-
ond time scales. We use CVXGEN (Mattingley and
Boyd 2012) to generate a custom embedded solver for
ultra-fast computation of each convex QP in the
sequential approach. CVXGEN transformed the orig-
inal optimisation problem into a standard form QP
with 573 variables and 1248 constraints. In CVXGEN,
we specify and exploit the sparsity of the special
problem structure.

Temperatures and prices

As outdoor temperatures and electricity prices affect
the efficiency and the cost, respectively, of operating

Table 1. Key parameters for the refrigeration system used in
the case study scenario.

Unit 1: Milk cooler
mfoodcp,food 550.0 kJ/K
maircp,air 80.0 kJ/K
kamb�cr 8.0 W/K
kfood�air 45.0 W/K
kevap,max 135.0 W/K
Tfood,min 1.0 �C
Tfood,max 4.0 �C

Unit 2: Vertical display
mfoodcp,food 395 kJ/K
maircp,air 100.0 kJ/K
kamb�cr 11.0 W/K
kfood�air 80.0 W/K
kevap,max 170.0 W/K
Tfood,min 2.0 �C
Tfood,max 3.0 �C

Unit 3: Frost room
mfoodcp,food 775 kJ/K
maircp,air 50.0 kJ/K
kamb�cr 2.3 W/K
kfood�air 19.0 W/K
kevap,max 88.0 W/K
Tfood,min �22.0 �C
Tfood,max �18.0 �C

Common
Tamb 20.0 �C
Te,min �12.0 �C
TeF,min �35.0 �C
Compressor heat loss (�heat) 15 %
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the system, they are important factors in the MPC
formulation. In our scenario, we use temperature
measurements from a meteorological station in the
Danish city Sorø sampled every 30min, along with
hourly electricity spot prices downloaded from
the Nordic electricity market, Nordpool. We simulate
the scenario with data covering an entire calendar
year and use three years of data for training the
predictors.

Predictors

A prerequisite to solve the problem in (8) is to have
available predictions of the outdoor temperatures and
the electricity prices for the chosen prediction horizon.
Only past values of such parameters can be available to
the controller and in the present work we incorporate
predictors that can provide a sufficiently good estimate
of the disturbances using a series of past measure-
ments. We use historical data to train these predictors.

In the literature, predictors are suggested for
different purposes and with different levels of com-
plexity. In Galanis and Anadranistakis (2002) a
Kalman filter approach is taken to correct temperature
forecasts and in Leephakpreeda (2012) a grey predic-
tion model is used for outdoor temperatures as well.
Mohsenian-Rad and Leon-Garcia (2010) used a
correlation-based analysis to find coefficients for a
polynomial estimator of real-time electricity prices. In
this work, we use predictors that are simple to find
from historical data and require extremely little com-
putational effort in the real-time closed-loop imple-
mentation. Predictions of both electricity prices and
outdoor temperatures are computed in the same
manner which we describe here.

We use the historical training data set to construct
typical days that describe the mean daily variation for
each month in the year. If, e.g. price is sampled every
hour we get 24 data points for each one of the 12
months. We compute a smooth baseline covering all
365 days in a year using linear interpolation of two
adjacent months.

For the entire historical data set we calculate the
residual (difference between baseline and historical
data) and compute a residual predictor by solving the
convex optimisation problem

minimise
XK
k¼1

½Rk�n, . . . ,Rk�X� ½Rkþ1, . . . ,RkþN�
�� ��2

2

þ � Xk k1, ð13Þ

for X, where K is the number of data points in the
training data set, n is the number of past data points
used for prediction, N is the number of future data

points that we want to predict, X is the nþ 1�N

predictor matrix and R are the residuals. The

‘1-regularisation on the predictor, with positive param-

eter �, yields a sparse predictor matrix (Boyd and

Vandenberghe 2004). By cross-validation with the test

data set we choose � to minimise the validation error.
Now, we can compute the predictions online in

each time increment by first predicting the N future

residuals from the n past residuals (n past measure-

ments subtracted the baseline) and adding these to the

baseline of the corresponding time window.
Algorithm 3 summarises this procedure. After

experimenting with the data, we chose to use two

days of past data for predicting the outdoor temper-

ature (residual) and seven days for the price prediction.

(We use an entire week for the latter since the price

pattern is different from weekdays to weekends.)

Algorithm 3: Computing predictors from historical

data

Off-line:

1. D¼ historical data set.
2. Compute typical day for each month by

averaging over D.
3. Compute yearly baseline (b) by linear

interpolation.
4. Compute residual R¼D� b.
5. Compute X by (13).

On-line:

1. Rpast¼ past measurements� b.
2. Predict residual as: RT

pastX.
3. Compute prediction as: predicted residualþ

baseline.

For both outdoor temperatures and electricity

prices the training sets are defined from 1 January

2007 until 31 December 2009 and the simulation/test

set covers the entire year of 2010. Figure 4 shows the

mean absolute prediction error for outdoor tempera-

tures and for electricity prices over the prediction

horizon. The temperature data cover a range from

�11�C to 30�C with an average of 6.3�C, and the price

data cover a range from �20EUR/MWh to 100 EUR/

MWh, with an average of 46 EUR/MWh. For the

baselines the mean absolute errors are 2.5�C and 13.2

EUR/MWh for temperature and price, respectively.
We show an example with baseline, predicted

values and real measurements for a randomly chosen

point of time in Figure 5. Figure 6 shows histograms

for the prediction errors of the outdoor temperatures

at 1, 4, 12 and 24 h into the future and Figure 7 gives

the same for electricity prices.
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For the unknown disturbance in the heat load we
use a very simple predictor, namely the expected mean
value of the random heat injection.

Computation times

We have simulated the proposed method with the case
study described in the previous sections. The optimi-
sation problems solve in the order of a handful of
milliseconds per MPC step which is more than fast
enough for real-time implementation. A full year
simulates in less than 4min on a 2.8GHz Intel Core
i7, excluding the time needed outside the optimisation
routine for predictors, etc. The same problem with a
generic solver such as ACADO takes around 4min per

MPC step on the same processor. For implementation
in embedded industrial hardware, a rough estimate of
the computation time is around 1000 times of what we
have observed here. This is still way below 10 s per time
step which certainly allows for real-time
implementation.

Convergence

When cold started the proposed method generally
converges in 10–20 iterations. In MPC, however, the
open-loop trajectory from the previous run of the
optimiser, shifted one time-step, is an excellent guess
on the next outcome and is well-suited for warm-
starting the algorithm. Using this warm start
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initialisation, the method generally converges in less
than 5 iterations. In addition, we find that early
termination after, e.g. 2–3 iterations, generally gives
good results, degrading the overall performance by less
than 1%.

Savings

To benchmark the savings gained by introducing the
proposed MPC controller, we have performed a
simulation for the same system and conditions but
using the conventional thermostat control policy. As in
real systems the air temperature surrounding the
foodstuff in each unit is the variable used in the
thermostat. We have defined upper and lower bounds
for switching on and off, such that the interval
corresponds to what is normally observed in real
operation. Besides, we determine the upper bound such
that cooling quality is maintained at a minimal cost,

i.e. such that the food temperatures only violate the
upper allowable limit in 0.5–1% of the time (to be
comparable with the MPC control). Figure 8 shows a
segment of the simulated system with thermostat
control versus the proposed MPC controller. We
show the trajectory for one unit only and we observe
how the food temperature is pulled down by the MPC
controller at times with low electricity prices, meaning
that pre-cooling is applied. At such times the instan-
taneous cost of operating the system might be higher
than if the conventional thermostat is used, as can be
seen in the figure. But this is, however, more than
compensated by the savings when the electricity prices
go up.

In Figures 9–10, resulting temperature distributions
for selected units are shown for both control by
thermostat and by MPC. While both control policies
tend to keep the temperatures close to the upper limit
most of the time, we observe how the MPC controller
makes use of the entire range for storing coldness.
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Figure 6. Prediction error histograms for outdoor temperature covering 2010: (a) 1 h ahead, (b) 4 h ahead, (c) 12 h ahead and
(d) 24 h ahead.
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A unit with larger thermal mass (Figure 9) is utilised to
a greater extent than a unit which has less storage
capacity (Figure 10).

We observe savings on the order of 40–50% for the
simulations covering a full year (2010). However, a
part of this comes from the ability to increase the
evaporation temperature, and thereby the efficiency,
significantly at times where there is almost no cooling
demand. In an actual refrigeration system more units
are expected and the chance of instances where all of
them have an imperceptible cooling demand at the
same time decreases. In addition, the most loaded unit
might not even be able to participate with flexibil-
ity and will thus maintain its cooling demand at all
times. A more realistic savings estimate is in the order
of 30%.

Adding the uncertain heat load injections and the
appropriate back-offs from the temperature limits, as
described in Section 4, increases the overall cost by
approximately 10%.

Figure 11 compares the cost-per-period distribution
for the system controlled by thermostat and by

MPC, respectively. In particular, we observe how a
majority of the savings come from avoiding the most
expensive instances, e.g. above 0.006 EUR/period,
when we use the MPC control policy.

Demand response

Figure 12 shows the total cooling energy applied to all
three units plotted as a function of the electricity price
at the time of use. We have selected one month to limit
the number of data-points but the picture is almost
identical for the entire year of simulation. We observe
no correlation between energy consumption and elec-
tricity prices when the thermostat controls the refrig-
eration system while we see a clear tendency to apply
more cooling at times with low prices, and vice versa, if
we employ the proposed MPC scheme. A linear fit is
made using a Huber function regression. The slope is
around �50 W/(EUR/MWh) for the MPC controlled
system as opposed to 0 for the thermostat which
clearly illustrates the demand response behaviour of

Prediction error (EUR/MWh)
−20 −15 −10 −5 0 5 10 15 20
0

200

400

600

800

1000

1200(a) (b)

(c) (d)

Prediction error (EUR/MWh)
−20 −15 −10 −5 0 5 10 15 20
0

200

400

600

800

1000

1200

Prediction error (EUR/MWh)
−20 −15 −10 −5 0 5 10 15 20
0

100

200

300

400

500

600

700

800

900

1000

1100

Prediction error (EUR/MWh)
−20 −15 −10 −5 0 5 10 15 20
0

100

200

300

400

500

600

700

800

900

1000

1100

Figure 7. Prediction error histograms for electricity price covering 2010: (a) 1 h ahead, (b) 4 h ahead, (c) 12 h ahead and
(d) 24 h ahead.
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the system. We should remember that the spot price

used here is just an example and not a prerequisite of

our method. In a smart grid the price signal could be

artificially made by the balance responsible party to

promote demand response.

Perfect predictions

By again simulating over the full year of 2010, but this

time with a prescient setting assuming knowledge of

the exact future conditions instead of using their

predictions, we are able to compare the performance of

the simple predictors and give a rough judgement on

how much the method relies on the availability of

accurate predictions. We have observed that the extra

savings gained by having the full information available

are in the order of 1–2%. This justifies the use of

simple predictors.

Plant perturbations

By re-running the simulations using the exact same

controller but with reasonable perturbations in the

plant parameters we observed that the proposed

controller is quite robust. With perturbations of up

to at least 20–30% in parameters such as mass of the

refrigerated foodstuff and the heat transfer coefficients

we see that essentially no changes appear in the closed-

loop dynamics and behaviours, like what we reported

for the nominal system in Figures 9–12.

5. Conclusion

In this article, we have presented an MPC controller

for a commercial multi-zone refrigeration system. We

have based our method on convex optimisation, solved

iteratively to treat a nonconvex cost function.

By employing a fast convex quadratic programming

solver to carry out the iterations, the method is more

than fast enough to run in real time. Simulation on a

realistic scenario reveal significant savings as well as

convincing demand response capabilities suitable for

implementation with smart grid schemes.
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ABSTRACT

We consider the operation of a wind turbine and a connected local battery or other electrical storage device, taking into
account varying wind speed, with the goal of maximizing the total energy generated while respecting limits on the time
derivative (gradient) of power delivered to the grid. We use the turbineinertia as an additional energy storage device, by
varying its speed over time, and coordinate the flows of energy to achievethe goal. The control variables are turbine pitch,
generator torque, and charge/discharge rates for the storage device, each of which can be varied over given ranges. The
system dynamics are quite nonlinear, and the constraints and objectives are not convex functions of the control inputs,
so the resulting optimal control problem is difficult to solve globally. In this paper, we show that by a novel change
of variables, which focuses on power flows, we can transform the problem to one with linear dynamics and convex
constraints. Thus, the problem can be globally solved, using robust, fast solvers tailored for embedded control applications.
We implement the optimal control problem in a receding horizon manner and provide extensive closed-loop tests with real
wind data and modern wind forecasting methods. The simulation results using real wind data demonstrate the ability to
reject the disturbances from fast changes in wind speed, ensuring certain power gradients, with an insignificant loss in
energy production. Copyrightc© 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Today, wind power is the most important renewable energy source. For the years to come, many countries have set goals
for further reduction of CO2 emission, increased utilization of renewable energy, and phase out of fossil fuels. In Denmark
one of the means to achieve this is to increase the share of wind power to 50%of electricity consumption by 2020 (in 2012
this number was 30%) and to fully cover the energy supply by renewable energies in general by 2050 [1]. Installing this
massive amount of wind turbine capacity introduces several challenges to reliable operation of power systems due to the
fluctuating nature of wind power. Thus, modern wind power plants (WPP)are interfaced with power electronic converters
that are required and designed to fulfill grid codes (see,e.g.[2, 3]).

The Grid Code (GC) is a technical document setting out the rules, responsibilities and procedures governing the
operation, maintenance and development of the power system. It is a public document periodically updated with new
requirements and it differs from operator to operator. Countries with large amounts of wind power have issued dedicated
GCs for its connection to transmission and distribution levels, focused mainlyon power controllability, power quality and
fault ride-through capability [4, 5]. In general, wind power plants at transmission level shall act as closeas possible to
conventional power plants, providing a wide range of power output control based on transmission system operator (TSO)
instructions.For instance, Denmark, Ireland and Britainestablish some of the most demanding requirements regarding
active power control [6]. One of the regulation functions required is a power gradient constraint that limits the maximum
rate-of-change of non-commanded variations in the power output from the WPP to the grid.The reason for such grid codes

Copyright c© 2013 John Wiley & Sons, Ltd. 1
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is that if large WPPs are allowed to produce power as the wind blows, other units on the grid must compensate for the
power fluctuations. This can lead to very high power prices as well as stand in the way for phasing out the conventional
power sources.As of today, this constraint is softened if the power production in the WPP drops due to the lack of wind.
This is merely out of necessity and the GCs are expected to tighten further regarding this requirement. Ensuring slow
power gradients reduces the risk of instability on the grid, allows the TSO time for counteracting the change, and improves
the predictability of power output, enabling the WPP owner to put less conservative bids on the power market.In Europe,
the ENTSO-E Network Codes for all types of Generators [7], published in June 2012, aims to establish a coherent set of
non-discriminatory requirements applicable to all types of generators.

Energy storage addresses the major problems of wind power and joiningenergy storage with WPPs to smooth variations
and improve the power quality is not a new idea. In,e.g., [8, 9, 10, 11] the benefits, economics, and challenges of using
different means of storage,i.e., batteries, hydrogen, flywheels etc., in combination with wind power are investigated.
[12] uses a Lithium-iron-phosphate battery to achieve power forecast improvement and output power gradient reduction.
However, the additional cost of batteries or other energy storages is usually the showstopper, at least as the market is today.
In our previous works, we have shown how thermal capacity,e.g., in supermarket refrigeration, can be utilized for flexible
power consumption [13, 14]. It is very likely that such techniques (where the capacity is a bi-product of fulfilling another
need) can play a major role instead of adding expensive technologies which have storage as their sole purpose. In the rest of
this paper, we consider energy storage in general without distinguishingactual storage from flexible power consumption.

Traditionally, the rotor speed of modern wind turbines is controlled such that it tracks the tip-speed ratio (TSR = angular
rotor speed× rotor radius / wind speed) that extracts the maximum amount of power from the wind and is below the
maximum allowed rotor speed. However, due to the inertia of the rotating masses in the turbine, there is a potential for
improving the quality of the power output by actively letting the rotor speed deviate from the optimal setting. This might
of course come at a cost of slightly reduced power output. In,e.g., [15, 16] turbine inertia is used for frequency response
and power oscillation damping.In these papers, the goal is to enable the wind turbines to offer ancillary services to the
grid, whereas in this paper, we focus on maximizing the power output whileobserving strict grid codes.In addition, a vast
amount of work exists that address power optimization, fatigue load reduction and pitch control for individual turbines
in the more traditional sense,e.g., [17, 18, 19, 20, 21]. Some of these take optimization and model predictive control
approaches to solve the problems and many rely on a known operating point (e.g., local wind speed and power set-point)
for deriving linearized models. Other works consider the control of large wind farms where the power extracted by upwind
turbines reduces the power that is available from the wind and increases the turbulence intensity in the wake reaching other
turbines (see,e.g., [22, 23, 24, 25, 26]).

The key contributions in this paper are: 1) A convex reformulation of the wind turbine model to a convex problem, 2)
a fast solution algorithm for this problem, and 3) demonstration of the application by simulation using real wind speed
data. We demonstrate how model predictive control (MPC) using forecasts of the wind speed can ensure very low power
gradients (e.g., less than 3% of the rated power per minute)to effectively limit the ramping up or down of power production
even when such power ramps would be caused by sudden lack of wind speed.We do this with a central energy storage
added to the WPP and show how we can utilize the inertia in the individual turbines to further improve this and minimize
the extra storage capacity needed. In [27], we present a sequential convex programming approach to solve theoptimal
control problemfor the same wind turbine problem as in this paper. The main novelties in this paper are the convex
reformulation, the fast algorithm, and the demonstrations with real wind data, as mentioned above.During the last 30 years,
MPC for constrained systems has emerged as one of the most successful methodologies for control of industrial processes
[28, 29, 30]. Traditionally, MPC is designed using objective functions penalizing deviations from a given set-point. MPC
based on economic performance functions that directly address minimization of the operational costs is an emerging
methodology known as economic optimizing MPC [31, 32, 33, 34, 35]. The potential usefulness of Economic MPC has
been demonstrated for a number of smart energy systems in,e.g., [14, 36, 37]. Economic MPC addresses the concerns of
controlling a system influenced by a number of disturbances which we canpredict (with some uncertainty) over a time
horizon into the future, obeying certain constraints, while minimizing the cost(or maximizing the profit) of operation.
MPC is applied to wind turbine control in,e.g., [38, 39] and in particular with focus on convex optimization in [40, 41].
[42, 43] consider convex optimization for a network of electrical devices, suchas generators, fixed loads, deferrable loads,
and storage devices. [44, 45, 46, 47] describe methods for improving the speed of MPC, using online optimization. These
custom methods exploit the particular structure of the MPC. Embedded convex optimization applications have recently
become more available to non-experts by the introduction of the automatic code generator CVXGEN [48]. Remarkable
speed-ups achieved using tailored QP-solvers exported from CVXGENhave been reported in,e.g., [42, 49] and in this
paper, we use the same type of custom, embedded solvers.In a recent paper [50] a splitting technique to a generic
linear-convex optimal control problem is introduced and computation timesfaster than what is obtained by CVXGEN
are reported.

2 Wind Energ. 2013; 00:1–12 c© 2013 John Wiley & Sons, Ltd.
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1.1. Outline

In §2, we introduce the dynamic model for a wind turbine along with the constraintsfrom both physical/mechanical
limitations and the constraints we impose in order to fulfill certain requirementsto the operation. We specify and explain
the individual terms in the composite objective function for the optimal control problem in§2.2. In §3, we show how the
optimal control problem can be formulated as a convex optimal control problem, i.e., one with linear dynamics convex
constraints, and a concave objective functional (to be maximized). We provide a novel change of variables and justify
the necessary approximations.§4 gives a numerical simulation of the open-loop optimization for a constructed scenario
and we evaluate the performance of our proposed method. Finally, in§5, we propose an economic MPC based on the
convex optimal control formulation and demonstrate the capability in closed-loop on three different scenarios with real
wind measurement series and their corresponding forecasts using modern wind predictors. We give concluding remarks in
§6.

2. SYSTEM MODEL

2.1. Dynamics and constraints

We model the turbine, transmission, and generator as a single rotational system, with generator speedωg(t) in rad/s, and
rotor speedωr(t) = ωg(t)/N in rad/s, whereN is the gear ratio of the transmission. We letJg andJr denote the inertias
of the generator and rotor, respectively, and we letJ = Jg + Jr/N

2 denote the equivalent inertia at the generator shaft.
Neglecting losses, the dynamics is given by

Jω̇g(t) = Tr(t)/N − Tg(t), (1)

whereTg(t) is the generator (back) torque andTr(t) is the rotor torque from the wind, in Nm. The generator speed and
torque must lie within given bounds:

ωg,min ≤ ωg(t) ≤ ωg,max,

0 ≤ Tg(t) ≤ Tg,max.

The rotor torqueTr(t) is a function of rotor speedωr(t), wind speedv(t) (in m/s), and the blade pitch angle, denoted
β(t) (by convention in degrees), which must satisfy

βmin ≤ β(t) ≤ βmax.

The mechanical power extracted from the wind, denotedPw, is

Pw(t) = ωr(t)Tr(t) =
1

2
ρACP(v(t), ωr(t), β(t))v(t)

3,

whereρ is the air density,A is the swept rotor area, andCP is the coefficient of power, which is a function of wind speed,
rotor speed, and blade pitch, typically given by a lookup table, found from aerodynamic simulations or tests. We write this
in the form

Tr(t) = Φ(v(t), ωr(t), β(t))v(t)
3/ωr(t),

where we combine several terms into one function

Φ(v(t), ωr(t), β(t)) = (1/2)ρACP(v(t), ωr(t), β(t)).

The generator produces powerPg(t), given by

Pg(t) = ηgTg(t)ωg(t),

whereηg ∈ [0, 1] is the generator efficiency. This power is constrained by

Pmin ≤ Pg(t) ≤ Prated,

wherePrated is the rated power of the generator.
Let Q(t) denote the state-of-charge of the energy storage device, in J. With a small charge and discharge loss, the

dynamics ofQ(t) is
Q̇(t) = Pchg(t)− ηloss |Pchg(t)| , (2)

Wind Energ. 2013; 00:1–12 c© 2013 John Wiley & Sons, Ltd. 3
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wherePchg(t) is the charge rate, in W. (NegativePchg(t) means decharging.)ηloss ∈ [0, 1] is the loss in per cent. Charge
rate and state-of-charge are limited by

Pchg,min ≤ Pchg(t) ≤ Pg(t),

and
0 ≤ Q(t) ≤ Qmax.

Finally, the power supplied to the grid is
Pgrid(t) = Pg(t)− Pchg(t).

2.2. Optimization

We assume that the limits on quantities, data such asN andJ , the functionΦ (and therefore the functionsω⋆
r andβ⋆

r ), are
known, along with the initial rotor speed and state of charge. We assume that the wind speedv(t) is known (or estimated)
over the time interval0 ≤ t ≤ T . Our goal is to choose the blade pitchβ(t), generator torqueTg(t), and charge rate
Pchg(t), over the time interval0 ≤ t ≤ T , subject to all the constraints described above.

We have several objectives to consider. The first is the total energyE over the period,

E =

∫ T

0

Pgrid(t) dt,

which we want to maximize. The second is a penalty (which we wish to minimize)for violating a target maximum value
of power rate of change,G (in W/s):

Rpen =

∫ T

0

(|Ṗgrid(t)| −G)+ dt,

where(b)+ = max(b, 0). The third objective, which we want to minimize, is a measure of variation ofdelivered power
over time:

Rvar =

∫ T

0

Ṗgrid(t)
2 dt.

The forth objective is a penalty (which we will minimize) on rotational speedsabove the rated speedωg,rated:

Rspeed =

∫ T

0

(ωg(t)− ωg,rated)+ dt,

so over-speed is limited when it is not needed for storing kinetic energy. Finally, the fifth objective is to reduce the generator
torque by increasing rotational speed to the rated speed when more power is available in the wind than what the generator
is able to extract. This is achieved by maximizing

RΦ =

∫ T

0

Φ(v(t), ωr(t), β(t)) dt.

We handle these objectives by maximizing the composite objective

E − λRpen − µRvar − ρRspeed + γRΦ,

whereλ, µ, ρ, andγ are positive constants that determine the tradeoffs among the objectives. We are to chooseβ(t), Tg(t),
andPchg(t) to maximize the composite objective, subject to the constraints given above, and the final charge constraint
Q(T ) = Q(0), which says that the net energy from the storage device over the periodis zero.

This is a classical continuous-time optimal control problem, with nonlinear dynamics and nonlinear objective functional.

3. CONVEX FORMULATION

In this section, we show how the optimal control problem described abovecan be formulated as a convex optimal control
problem,i.e., one with linear dynamics, convex constraints, and a concave objectivefunctional (to be maximized). This
implies that the problem can be solved globally, with great efficiency and also great reliability [51].

The trick is to work with power flows and energies, treatingβ(t) andTg(t) as variables derived from the powers. In our
formulation we choose the quantities

Pg(t), Pgrid(t), Pchg(t), Pw(t), Q(t), K(t),

4 Wind Energ. 2013; 00:1–12 c© 2013 John Wiley & Sons, Ltd.
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over the time interval0 ≤ t ≤ T , whereK(t) = (J/2)ωg(t)
2 is the kinetic energy stored in the rotational motion and

Pw(t) = Tr(t)ωr(t) is the power extracted from the wind. Note that the rotor speed can be expressed in terms of the
kinetic energy as

ωr(t) = (1/N)
√

(2/J)K(t)

(which shows how we reconstruct it from the variables above).
The objectiveE is a linear function of the variables, hence concave. The minimization objectivesRpen andRvar are

convex functions of the variables, andRspeed translates directly to:

Rspeed =

∫ T

0

(K(t)− (J/2)ω2
g,rated)+ dt,

which is a convex function ofK. So the over all objectiveE − λRpen − µRvar − ρRspeed + γRΦ, which is to be
maximized, is concave ifRΦ is concave. We will come back to this shortly.

Many of the constraints are immediately convex. For example, limits on the quantities above are simple linear inequality
constraints. The charge state dynamics,Q̇(t) = Pchg(t)− ηloss |Pchg(t)|, is a linear differential equation. We now turn to
the other constraints, and show how they can be expressed as convex constraints on the variables listed above.

We can express the dynamics in terms of the kinetic energy as

K̇(t) = Jωg(t)ω̇g(t) = ωg(t)

(
Tr(t)

N
− Tg(t)

)
= Pw(t)− Pg(t)/ηg,

which is a linear differential equation relatingK, Pw, andPg(t). The limits on rotor speed can be expressed as limits on
kinetic energy, as

(J/2)ω2
g,min ≤ K(t) ≤ (J/2)ω2

g,max.

These are simple linear (convex) inequalities.
The generator torque is

Tg(t) =
Pg(t)

ηg
√

(2/J)K(t)

(which shows how we can reconstruct it from the variables above), sothe generator torque constraints translate into

0 ≤ Pg(t) ≤ ηg
√

(2/J)K(t)Tg,max,

which is a convex constraint onPg(t) andK(t), since
√

(2/J)K(t) is a concave function ofK(t).
Finally, we explain how to reconstruct the blade pitchβ(t) from the variables listed above. We define the available wind

power, as a function of wind speed and kinetic energy,

Pav(v,K) = max
βmin≤β≤βmax

Φ(v, (1/N)
√

(2/J)K,β)v3.

This function is readily found (or tabulated in lookup table form) fromΦ. By definition, we have

Pw(t) ≤ Pav(v(t),K(t)), (3)

which states that the extracted wind power cannot exceed the maximum available power.
Now we use a property of the functionΦ: As β varies over its range, the extracted power varies from0 to Pav. In other

words, by blade pitch control, we can vary the extracted power from0 up to the maximum available power.We disregard
the effects of dynamic inflow of the wind during fast pitching events, described in,e.g., [52, 53, 54]. In these papers, the
transient time of the dynamic inflow is observed to be in the range of 8-20 s.Thus, with a sample rate of 10 s, such effects
are not relevant to this study.We define the functionΨ(v,K, Pw) as the value ofβ that gives the extracted powerPw.
(This is how we will extract the blade pitch angle from the variables above.)

Now finally we turn to convexity of the constraint (3) and concavity of the objective termRΦ. The latter readily translates
into

RΦ =

∫ T

0

Pav(v(t),K(t)) dt.

What is needed to satisfy both is that, for each wind speedv, Pav is a concave function ofK. Amazingly, this is the case
with realistic coefficient of power models. (This is discussed below in§3.1.)
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Figure 1. Pav(v,K) normalized by v3 plotted for a number of different wind speeds evenly distributed between 2.5m/s and 25m/s.
The dotted vertical lines show the minimum and maximum speeds and the dashed vertical line is the rated speed.

3.1. Concavity of the available power function

The concavity of the available powerPav(v,K) is not a mathematical fact. However, as we illustrate in Figure1, the
available power is nearly a concave function ofK for each wind speed. Consequently, we can approximate each of these
with a concave function which is very accurate. Let,P̂av,vi(K) be the approximation ofPav(v,K) (concave ofK) at the
wind speedvi. We fit piecewise linear (PWL) functions to express this as

P̂av,vi(K(t)) = min {a1K(t) + b1, . . . , akK(t) + bk} v3,
with k affine functions (see,e.g., [55]). We computeP̂av,vi(K) for a number of discrete valuesvi of the wind speed.

For any given wind speed, we find the concave approximationP̂av(v,K) of the available powerPav(v,K) by linear
interpolation of the two neighboring functionŝPav,vi(K), e.g.,

P̂av(v(t),K(t)) = (1−Θ)P̂av,v1(K(t)) + ΘP̂av,v2(K(t)),

with Θ = v(t)−v1
v2−v1

. P̂av(v,K) is a concave function ofK as it is the linear interpolation of concave functions.

We validate the approximation by showing the error inP̂av(v,K) vs.Pav(v,K) for the valid range ofv andK. We test
with much smaller steps inv than what we have used for the PWL functions. See Figure2. Our simple interpolated PWL
fit has maximum error of a few percent, and typical error well under one percent.

4. NUMERICAL SIMULATION

We provide careful numerical simulations using the parameters for the NREL 5MW wind turbine model. The model is
openly available and is described in detail in,e.g., [56, 57]. For this turbine, the rated power isPrated = 5 MW which is
reached at wind speeds above 11.4 m/s. The turbine cuts in at 3 m/s and out at 25 m/s.In this and in the following section,
we present simulation results as normalized values using the per unit (pu)system throughout. We define this in TableI.

We solve the optimal control problem for a single turbine using our convexformulation:

maximize E − λRpen − µRvar − ρRspeed + γRΦ,
subject to constraints and dynamics given in§3, (4)

where the variables arePg, Pgrid, Pchg, Pw, Q, andK (all functions of time). The optimization uses an initial state of
the dynamic variablesK(t) andQ(t) as well as known wind speeds for the interval. Instead of (4) we solve a discretized
version withNp steps over the time interval[0, T ] using the sample timeTs.

6 Wind Energ. 2013; 00:1–12 c© 2013 John Wiley & Sons, Ltd.
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Figure 2. P̂av(v,K) error in percentage.

QUANTITY FACTOR INTERPRETATION

PowerP 1/Prated 1 pu = rated turbine power
Kinetic energyK 1/Krated 1 pu = kinetic energy at rated speed
Storage capacityQ 1/Prated 1 pu = energy produced by the turbine at rated power in 1 s
Speedωg 1/ωg,rated 1 pu = rated generator speed

Table I. Nomenclature for the pu system.

λ 1 · 102
µ 1 · 10−5

ρ 1 · 10−2

γ 1 · 10−2

Np 200
Ts 10 s
ηloss 2 %
G 2.5 kW/s

Table II. Parameters for numerical simulation.

In addition to the parameters given by the model, we must choose values for the introduced dimensionless tuning
parameters, for the target maximum value of power rate of change, for the charge/discharge loss, the sample time and the
length of the interval. We let the maximum power gradientG be rather tight by allowing only a rate of change less than 3%
of the maximum rated power per minute. We chooseλ sufficiently high to enforce this maximum power gradient whenever
possible. We wantµ, ρ, andγ to be as small as possible and we adjust these by trial and error to give thedesired behavior,
i.e., infrequent violation of the power gradient constraint, little variation in the power output, and limited use of overspeed.
The method seems to be quite robust to changes in these values as the performance is merely dependent on the mutual
relative size of the parameters.In this study we use a charge/discharge loss which is almost neglectable but still sufficient
to avoid excessive charging and discharging over the interval. TableII gives the values used in the simulation. To put the
kinetic energy in the rotational motion into play we allow over-speedup to 150% of the rated speed. The objective term
Rspeed keeps the turbine from over-speed when running in steady-state operation. The maximum storage capacity is varied
in order to produce the trade-off plot in Figure4. We formulate and solve this problem using CVX [58, 59].
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Figure 3. Test of power gradient satisfaction. We use pu as the unit for all quantities and let the wind speed drop from 12 m/s to 10

m/s linearly from sample 99 to 101.
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Figure 4. Energy delivered to the grid for varying storage capacity. We show two cases with a power drop of 0.3 pu over 20 s starting
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curves correspond to the v0 = 12 m/s: w/ K curve (dashed blue). The lower curve reaches 1 at a storage level of approx. 40 pu.

Figure3 shows the output from the optimizer for a selected scenario where the windspeed drops from12 m/s to10 m/s
over a period of 20 s (2 samples). This equals a drop in available power (given in per unit (pu),i.e., normalized byPrated)
from around 1.2 pu to 0.7 pu.Qmax is 18 pu in this case. The difference betweenPw andPg that is noted in the figure in
steady operation is due to the generator efficiency.

Figure4 shows the accumulated power delivered to the grid over the interval as a function of available storage capacity.
We demonstrate a drop in available power of 0.3 pu over 20 s for two different cases. One where the initial wind speed
contains more power thanPrated and one where the available power is belowPrated for the entire interval. The figure
shows both cases with and without the use of rotor inertia as additional energy storage. From Figure4 we see how the
active use of rotor inertia as energy storage can reduce the needed extra storage capacity by up to 30% without reducing
the power output (when the initial wind speed is above rated). When no extra storage is available the power output can be
increased around 2% in both cases by use of kinetic energy storage.
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SCENARIO # 1 b 2 2b 3 3b
Mean wind,v̄ 8.03 - 9.92/8.26 - 13.96/11.19 - m/s
Max wind,max(v) 9.88 - 12.31/9.47 - 15.59/13.18 - m/s
Nominal vs. MPC,∆Pgrid 0.57 4.79 0.42 10.75 -0.93 2.97 %
Accumulatedcharge/discharge loss 0.21 - 0.23 - 0.04 - %
Max storage,Qmax 15.34 - 50 - 31.86 - pu
Mean storage,̄Q 5.45 - 16.60 - 8.31 - pu

Max speedmax(wg)

wg,rated
0.95 0.95 1.43 1.00 1.36 1.00 pu

Mean speed w̄g

wg,rated
0.77 0.79 0.89 0.83 0.99 0.95 pu

Gradient violation time 1.05 21.15 1.54 28.04 1.27 14.41 %

Table III. Selected figures from the three closed-loop simulations. For scenario 2 and 3, the wind speed is given separately for the
intervals before and after the drop in mean wind speed. To compare the performance of the controllers, ∆Pgrid gives the difference

in total delivered energy to the grid in per cent 100
∑

Pgrid,nominal−
∑

Pgrid,MPC∑
Pgrid,nominal

. For each scenario, the column denoted with ’b’

provides the lost energy and the amount of power gradient violations for the same scenario but without the extra storage and
overspeed capabilities.

5. MODEL PREDICTIVE CONTROL

In this section, we show simulations with real wind data series measured at the Danish wind turbine test site Høvsøre
in 2004. The controller bases its decisions on a prediction of future wind speeds. We use the predictions generated in
[60, 61] by modern continuous time formulations of the predictors together with spline basis expansions. The predictors
use upstream wind speed information from other turbines or measurements located several hundred meters in front of the
turbine. For the simulations in this section, we implement an economic optimizingmodel predictive controller to address
the closed-loop control of a single wind turbine. Like in traditional MPC, we implement the controller in a receding horizon
manner, where an optimization problem overN time steps (the control and prediction horizon) is solved at each step. The
result is an optimal input sequence for the entire horizon, out of which only the first step is implemented. Our controller
repeatedly solves the optimal control problem in (4). Consequently, the aim is to maximize the power delivered to the grid
while obeying the strict requirements to power gradient constraints. This objective function relates to maximizing the profit
within the limits of mechanical as well as regulated constraints, and we do notfocus on tracking certain set-points as tend
to be the trend in standard MPC.

We use the parameters for the optimal control problem given in TableII and present three different wind scenarios. Each
scenario contains a number of 10-second averages of measured wind speed and their corresponding predictions. Scenario
1 covers 86 minutes with a quite constant mean wind speed while both scenario 2 and 3 show examples of significant drops
in mean wind speed. Scenario 2 and 3 cover 215 minutes and 175 minutes,respectively. Figures5–7 illustrate the wind
scenario (measurement and prediction), the wind speed prediction error, power delivered to the grid, and the distribution
of power gradients for each of the three scenarios. In each case, wecompare our controller to the nominal controller in the
full Simulink model for the NREL 5MW wind turbine [56, 57]. This turbine delivers all the power it produces directly to
the grid and the pitch and generator torque control is based on gain-scheduled PI controllers that track optimal set-points
given as look-up tables. This approach is standard in controlling wind turbines today. In addition to the figures, TableIII
provides a summary of interesting results from the simulations.

In all three scenarios, we note how the heavy fluctuations in power delivered to the grid almost disappear with our MPC
controller. We see a much smoother power signal which is supported by the histograms that clearly show how the rate of
change of the power (with a few exceptions) is limited to the±3%/minute range that we allow in the problem formulation.
For scenario 1 and 2 the total amount of energy delivered to the grid is reduced by 0.57% and 0.42%, respectively. This
reduction is due to atotal accumulatedcharge/discharge loss of around 0.2% and some periods with suboptimal operation
since we change the rotor speed.Note that this lost energy production should be seen in relation to the much higher losses
incurred when no storage is available (columns denoted ’b’ in TableIII ), as the power gradient is regarded as a strictly
enforced grid code.In scenario 3, the wind speed is above the rated speed most of the time andour MPC controller
increases the amount of energy delivered to the grid in this case. This increase comes from the improved power coefficient
during overspeed. TableIII provide further results regarding maximum and mean utilization of external storage capacity,
maximum and mean rotor speed, etc.
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6. CONCLUSION

In this paper, we have presented an approach to power gradient reduction for fulfilling future, tighter grid codes and for
improving the quality of power delivered to the grid from wind power plants.We utilize turbine inertia as a resource of
distributed energy storage, limited by the rotational speed, in addition to a central storage unit which is associated with an
extra cost. We have demonstrated that by a novel change of variables we can transform the quite nonlinear system dynamics
to a model with linear dynamics and convex constraints. Thus, the problemcan be solved for its global optimum using very
efficient and reliable algorithms. Simulations on realistic models reveal a significant ability to reject the disturbances from
fast changes in wind speed, ensuring certain power gradients, while keeping the amount of produced power very close to
nominal.
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Figure 5. Closed-loop simulation of MPC controller with wind scenario 1.
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Figure 6. Closed-loop simulation of MPC controller with wind scenario 2.
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Figure 7. Closed-loop simulation of MPC controller with wind scenario 3.
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The Potential of Economic MPC for Power Management

Tobias Gybel Hovgaard, Kristian Edlund, John Bagterp Jørgensen

Abstract— Economic Model Predictive Control is a receding
horizon controller that minimizes an economic objective func-
tion rather than a weighted least squares objective function as
in Model Predictive Control (MPC). We use Economic MPC
to operate a portfolio of power generators and consumers such
that the cost of producing the required power is minimized. The
power generators are controllable power generators such as
combined heat and power generators (CHP), coal and gas fired
power generators, as well as a significant share of uncontrollable
power generators such as parks of wind turbines. In addition,
some of the power consumers are controllable. In this paper,
the controllable power consumers are exemplified by large
cold rooms or aggregations of super markets with refrigeration
systems. We formulate the Economic MPC as a linear program.
By simulation, we demonstrate the performance of Economic
MPC for a small conceptual example.

I. INTRODUCTION

The United States’ and Europe’s development for future

intelligent electricity grid is called GridWise and SmartGrid,

respectively. GridWise and SmartGrid are intended to be

the smart electrical infrastructure required to increase the

amount of green energy (solar and wind) significantly. To

obtain an increasing amount of electricity from intermittent

energy sources such as solar and wind, we must not only

control the production of electricity but also the consumption

of electricity in an efficient, agile and proactive manner. In

contrast to the current rather centralized power generation

system, the future electricity grid is going to be a network

of a very large number of independent power generators. To

address such problems there has been an increasing interest

in hierarchical and distributed control [1].

In this paper we introduce Economic MPC to control a

number of independent dynamic systems that must collab-

orate to minimize the overall cost in satisfying the cooling

demand for some goods. Power producing companies must

minimize the cost of producing enough power to meet the

market demand and respect their contracts with transmission

system operators. Minimizing the cost of operation and

providing supply security, becomes increasingly difficult as

a larger share of intermittent stochastic power generating

sources such as solar and wind are introduced in the power

system. To balance demand and supply of electricity in a

flexible and cost efficient manner, we consider using large

power consumers such as cold rooms to adjust the power
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demand profile to the power supply. Due to the large thermal

capacity of cold rooms, they can to some degree shift the

consumption of electricity to periods of the day at which

there is a surplus production capacity. The thermal capacity

in the refrigerated goods can be utilized to store ”coldness”

such that the refrigeration system can cool extra when the

energy is free (i.e. there is an over production from the

generators). Thereby a lower than normally required cooling

capacity can be applied later, for a period of time when

the energy prices are above zero again. The demands to

the temperature in the cold room are not violated at any

time since the same total cooling capacity is applied though

shifted in a more optimal way. We exploit that the dynamics

of the temperature in the cold room are rather slow while the

power consumption can be changed rapidly. This, of course,

imposes a constraint on the time constant of the temperature

in the cold room. If e.g. no goods are loaded into the cold

room the dynamics will be must faster reducing the positive

effects gained from load shifting.

Our control strategy is an economic optimizing model pre-

dictive controller, Economic MPC. Model Predictive Control

(MPC) for constrained systems has emerged during the last

30 years as the most successful methodology for control

of industrial processes [2]–[4]. MPC is increasingly being

considered for refrigeration systems [5]–[7] and for power

production plants [8], [9]. Traditionally, MPC is designed

using objective functions penalizing deviations from a given

set-point. MPC based on optimizing economic objectives

has only recently emerged as a general methodology with

efficient numerical implementations and provable stability

properties [10]–[13]. The idea of utilizing load shifting

capabilities to reduce total energy consumption is slowly

gaining acceptance (see [14], [15]). However in this paper it

is assumed that both power plants and refrigeration systems

are owned by the same stakeholder since we are trying to

optimize the combined operation.

This paper is organized as follows. Section II introduces

Economic MPC. Section III describes the models used for

our case study, and the results are provided in Section IV.

We give conclusions in Section V.

II. ECONOMIC MPC FOR LINEAR SYSTEMS

In this section we describe the Economic Model Predictive

Controller (MPC) for linear systems. The Economic MPC

minimizes an economic cost directly as opposed to minimiz-

ing the deviation from a set-point in some norm. We consider

continuous variables only and the resulting optimal control

problem is formulated as a linear program. The solution of

this program is implemented on the system in a receding
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horizon manner. The Economic MPC is implemented for

a linear distributed system with independent dynamics that

must collaborate to meet a common goal.

A. Centralized System

The linear system in continuous time may be represented

as

Y (s) = Gyu(s)U(s) +Gyd(s)D(s) (1a)

Z(s) = Gzu(s)U(s) +Gzd(s)D(s) (1b)

in which the transfer functions are multi-input-multi-output.

U ∈ C
nu is the manipulable variables, D ∈ C

nd is

known disturbances, Y ∈ C
ny is the outputs associated

with a cost, and Z ∈ C
nz is the outputs associated with

output constraints. Gyu, Gyd, Gzu, and Gzd are transfer

function matrices of compatible size. Using a zero-order-hold

discretization of the inputs, u(t) and d(t), that are related to

U(s) and D(s), (1) may be represented as the discrete-time

state space model

xk+1 = Axk +Buk + Edk (2a)

yk = Cxk +Duk + Fdk (2b)

zk = Czxk +Dzuk + Fzdk (2c)

Using this linear model we may formulate the Economic

MPC as the linear program

min
{x,u,y,z}

φ =
∑

k∈T

c′yyk + c′uuk (3a)

s.t. xk+1 = Axk +Buk + Edk k ∈ T (3b)

yk = Cxk +Duk + Fdk k ∈ T (3c)

zk = Czxk +Dzuk + Fzdk k ∈ T (3d)

umin ≤ uk ≤ umax k ∈ T (3e)

∆umin ≤ ∆uk ≤ ∆umax k ∈ T (3f)

zmin ≤ zk ≤ zmax k ∈ T (3g)

with T ∈ {0, 1, . . . , N}. The cost of the Economic MPC is a

linear function of the manipulable inputs, uk, and the outputs,

yk. Typically, the cost is only dependent on the manipulable

inputs, uk, and cy = 0. The manipulable inputs, uk, are

constrained by the input constraints (3e) and (3f). (3e) is a

bound constraint on the inputs while (3f) is a constraint on

the rate of movement (∆uk = uk − uk−1). The outputs, zk,

are limited by the output constraints (3g). We assume that

the Economic MPC (3) is feasible, i.e. that the initial state,

x0, and the disturbances, {dk}
N
k=0

, are such that the feasible

manipulable variables, {uk}
N
k=0

, can bring the system to

satisfy the output constraints (3g). If this is not the case, the

output constraints must be formulated as soft constraints with

a large penalty associated with violating the output limits,

zmin and zmax.

By state elimination, the Economic MPC (3) may be

expressed as the linear program

min
x

ψ = c′x (4a)

s.t. Ax ≥ b (4b)

and algorithms for linear programs (4) may be used for

computing the solution of the Economic MPC.

B. Distributed Independent System

In this paper, we consider a distributed independent system

Yi(s) = Gyu,i(s)Ui(s) +Gyd,i(s)Di(s) i ∈ P (5a)

Zi(s) = Gzu,i(s)Ui(s) +Gzd,i(s)Di(s) i ∈ P (5b)

with i ∈ P = {1, 2, . . . , P} being an index referring

to each plant. The dynamically independent plants

must collaborate to meet a common objective i.e.

satisfy the market demand for the goods they

produce. This representation may be related to (1)

by Y = [Y1;Y2; . . . ;YP ], Z = [Z1;Z2; . . . ;ZP ],
U = [U1;U2; . . . ;UP ], D = [D1;D2; . . . ;DP ],
Gyu(s) = diag{Gyu,1(s), Gyu,2(s), . . . , Gyu,P (s)},

Gyd(s) = diag{Gyd,1(s), Gyd,2(s), . . . , Gyd,P (s)},

Gzu(s) = diag{Gzu,1(s), Gzu,2(s), . . . , Gzu,P (s)}, and

Gzd(s) = diag{Gzd,1(s), Gzd,2(s), . . . , Gzd,P (s)}. The

representation (5) is useful because it may be used in

Dantzig-Wolfe solution procedures for systems with a

large number of plants, P [9], [16]. The set of plants, P ,

consists of controllable producers (e.g. conventional power

plants), SC , non-controllable producers (e.g. farms of wind

turbines), SNC , and controllable consumers (e.g. large

industrial facilities or cooling houses as in this paper), D.

We denote the producing plants by S = SC ∪ SNC .

The plants must collaborate such that the supply of goods

exceed the demand of goods at all times
∑

i∈S

yi,k ≥

∑

i∈D

yi,k + rk k ∈ T (6)

rk is the demand from non-controllable consumers at time

k ∈ T .

The optimal control problem defining the Economic MPC

for (5) may be stated as the block-angular linear program:

min
{x,u,y,z}

φ =
∑

i∈S

(

∑

k

c′u,iui,k + c′y,iyi,k

)

(7a)

s.t.
∑

i∈S

yi,k −

∑

i∈D

yi,k ≥ rk (7b)

xi,k+1 = Aixi,k +Biui,k + Eidi,k (7c)

yi,k = Cixi,k +Diui,k + Fidi,k (7d)

zi,k = Cz,ixi,k +Dz,iui,k + Fz,idi,k (7e)

umin,i ≤ ui,k ≤ umax,i (7f)

∆umin,i ≤ ∆ui,k ≤ ∆umax,i (7g)

zmin,i ≤ zi,k ≤ zmax,i (7h)

with i ∈ P and k ∈ T . The objective function (7a) says that

the total cost of production from all the power plants in the

time horizon considered must be minimal. (7b) couples the

independent plants by requiring that the supply exceeds the

demand. (7c)-(7e) is a discrete-time state space realization of

(5). (7f) and (7g) constitute the input constraints. The output

constraints are represented by (7h).
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The supply-demand constraint (7b) and the output con-

straints (7h) may not be feasible for every disturbance and

initial state scenario. In such situations (7) may be modified

to a feasible linear program by representing (7b) and (7h) as

soft constraints with large constraint violation penalties.

The Economic MPC (7) may be expressed as the block-

angular linear program

min
{xi}i∈P

ψ =
∑

i∈P

c′ixi (8a)

s.t.
∑

i∈P

Aixi ≥ b (8b)

Bixi ≥ di i ∈ P (8c)

which may be solved efficiently using Dantzig-Wolfe decom-

position. (8) is an instance of a linear program (4) with

x =











x1
x2
...

xP











c =











c1
c2
...

cP











A =















A1 A2 . . . AP

B1

B2

. . .

BP















b =















b

d1
d2
...

dP















C. Linear Programs and Control

The optimum of a linear program is an extreme point as

illustrated in Fig. 1. This property of linear programs leads

to either dead-beat or idle control when linear programs

are used for solving model predictive control problems

with an ℓ1-penalty [17]. For Economic MPC the fact that

the optimum is an extreme point implies that even small

perturbations in the data or the disturbances may change

the optimal solution dramatically. In practice, to handle this

situation one often backs off a bit from the boundaries of the

feasible region to leave some room for robustness. For the

purpose of revealing the potential of Economic optimizing

MPC for the combined control of both energy producing

and consuming plants, we will use the Economic MPC in its

basic form as described above.

u1

u2

u2 Min

u2 Max

u1 Min u1 Maxy2 Max

y2 Min

y1 Min

y1 Max

Region of 

feasible 

solutions.

Fig. 1. Example of LP with two inputs and two outputs. Boundaries of the
feasible region are illustrated with green for input constraints and red for
output constraints. The arrows indicate possible optimal solutions which are
always found at one of the vertexes depending on the objective function.

III. MODELS FOR A POWER SYSTEM

The case study used in this paper includes two controllable

power generators and one power consumer. The power

consumer is a cold room for which we provide a simple

model. This case study is used to illustrate the properties

and potential of Economic MPC in managing the power

production and consumption in a distributed energy system.

Compared to the studies in [8], [9], [16], the novelty in this

paper is inclusion of a controllable power consumer to shed

the power load.

A. Controllable Power Generators

[18] provides simple models for power generators. In this

paper we used the models of the form

φi =
∑

k∈T

c′iui,k (9a)

Yi(s) = Gi(s)Ui(s) Gi(s) =
1

(τis+ 1)3
(9b)

umin,i ≤ ui,k ≤ umax,i (9c)

∆umin,i ≤ ∆ui,k ≤ ∆umax,i (9d)

to model two conventional power generators where

ui is the power set-point for the i-th generator.

(9a) represents the costs of producing power from a

given power generator. Power generator 1 is cheap

and slow, (c1, τ1, umin,1, umax,1,∆umin,1,∆umax,1) =
(1, 20, 0, 15,−1, 1). Power generator 2 is expensive

and fast, (c2, τ2, umin,2, umax,2,∆umin,2,∆umax,2) =
(2, 10, 0, 12,−3, 3). The model in Eq. (9) describes

the closed-loop system with internal controllers and is

therefore quite simple without the lower level complexity

of the generators. The model has been validated versus

experimental data at DONG Energy, Denmark.

B. Simple Cold Room

The energy balance for the cold room is

mcp
dTcr

dt
= Qload −Qe (10)

with

Qload = (UA)amb−cr(Tamb − Tcr) (11a)

Qe = (UA)cr−e(Tcr − Te) (11b)

Tcr is the temperature in the cold room which must be

kept within certain bounds, Tcr,min ≤ Tcr ≤ Tcr,max. Te
is the evaporation temperature of the refrigerant. It can be

controlled by the compressor work and must satisfy Tcr ≥

Te. Tamb is the ambient temperature. UA is the heat transfer

coefficient. m and cp are the mass and the overall heat

capacity of the refrigerated goods, respectively. The energy

consumed by the refrigeration system is work performed

by the compressors: WC = ηQe. η is the coefficient of

performance. In this work η is assumed to be constant and
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independent of the temperatures. Consequently

WC(s) =
a− bs

τs+ 1
Te(s) +

αKd

τs+ 1
Tamb(s) (12a)

Tcr(s) =
Ku

τs+ 1
Te(s) +

Kd

τs+ 1
Tamb(s) (12b)

with Y3 =WC , Z3 = [Tcr;Tcr −Te], U3 = Te, D3 = Tamb.

The parameters are

Ku =
(UA)cr−e

(UA)cr−e + (UA)amb−cr

(13a)

Kd =
(UA)amb−cr

(UA)cr−e + (UA)amb−cr

(13b)

τ =
mcp

(UA)cr−e + (UA)amb−cr

(13c)

α = η(UA)cr−e (13d)

a = α(Ku − 1) (13e)

b = ατ (13f)

and the constraints are

Tcr,min ≤ Tcr ≤ Tcr,max (14a)

0 ≤ Tcr − Te ≤ ∞ (14b)

In addition to these constraints, we enforce the evaporation

temperature (Te) to be between specified limits and to respect

some rate of change constraints. Therefore, the cooling

system can be modeled in a form compatible with the

Economic MPC for linear systems.

The model here is quite simplified, especially the assumption

for (12). However the resulting dynamics are well suited for

illustrating the conceptual case in this paper.

C. Supply and Demand

The production by the power generators, y1,k+y2,k, must

exceed the demand for power by the cooling house and the

other consumers

y1,k + y2,k ≥ y3,k + rk k ∈ T (15)

We model farms of wind turbines as instantaneously chang-

ing systems and include the effect of their power production

in the exogenous net power demand signal, rk.

IV. RESULTS

The Economic Optimizing MPC as described above has

been implemented in Matlab and simulations are presented

in this section. Fig. 2 visualizes a simulation. In this scenario,

the power demand from all other consumers than the cold

room increases slowly, then stays at a steady state and

eventually drops significantly. This sudden drop could for

instance be seen as an increase in wind speed that changes

the demand to the power generators drastically. The ambient

temperature is assumed to be constant in this scenario.

If the cold room was a non-controllable load from the

power producers’ point of view but of course still had

to consume as little power as possible then, intuitively,

the evaporation temperature Te would stabilize at a level

sufficient for keeping the temperature Tcr just below

the upper constraint. Thus, with a constant load on the

refrigeration system the power demand WC that should

be added to the reference r would simply be a constant

over the entire scenario. Among other things, the result is

that a great amount of surplus electricity is produced after

the sudden drop in demand. However, when the cold room

is considered a controllable consumer it is able to absorb

the majority of this otherwise redundant energy, as seen

in Fig. 2. This causes the temperature in the cold room to

decrease from the upper constraint to the lowest feasible

level. Due to the thermal capacity in the refrigerated goods

the ”pre-cooling” applied when the power is ”free” makes

it possible to entirely shut down the cooling and thereby

limit power consumption at a time where the production

cost has increased. Other positive effects can be noticed.

A slight pre-cooling occurs up to time= 160 such that

the refrigeration system can be shut off just before the

power demand reaches its maximum, thereby limiting

the overshoot in the production. Also at time= 275 it is

seen how the power consumed by the refrigeration system

momentarily goes to zero allowing the decrease in the slow

power generator to be initiated earlier without causing an

underproduction.

As mentioned the potential savings depend on the time

constant and the temperature limits of the cold room and

thereby its ability to store coldness. Fig. 3 is the result of

running a series of simulations on both a system with the

cold room made controllable by the power producer and one

where it is non-controllable. The simulations are performed

for a range of mcp, i.e. different amounts of goods in the

cold room but identical loads on the system, and the savings

for each pair of simulations are calculated in percentages

and plotted. As expected larger time constants entails larger

savings. Furthermore the savings tend to go asymptotically

towards some maximum value. The maximum is clearly

dependent on the chosen scenario since the amount of ”free”

power available sets an upper limit on the potential savings.

Another possibility for utilizing the combined control

scheme for controllable power producers and controllable

consumers lies in the daily variations. For instance the

outdoor temperature is usually higher, causing a higher load

on the refrigeration system, during the day than it is at

nighttime. Also power demands are known to vary over

the day, e.g. due to industries and domestic users shutting

down most of their consumption at night while the wind

turbines are still producing roughly the same amount of

energy. The potential savings by controlling some of the

loads in a scenario with varying outdoor temperature and

power demands are investigated in the two simulations seen

in Fig. 4. In Fig. 4.(a)-(b) it is observed how the behavior of

the refrigeration system is as expected when the cold room is

non-controllable. When the outdoor temperature is high a lot

of cooling has to be applied in order to keep the temperature

in the cold room at the maximal limit. Unfortunately this

coincides with a time where the demand from all other
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(b) Temperature in the cold room Tcr and the control signal for the
refrigeration system Te. Tcr,min and Tcr,max are shown with dotted black.

Fig. 2. Simulation of Power Generation problem

consumers is high too, causing the needed cooling capacity to

be rather expensive to deliver. If we instead take a look at Fig.

4.(c)-(d) an evaporation temperature trajectory that would

have been hard to come up with by intuition is seen. The

system now uses the ability to pre-cool when excess power

is available and thereby saves a lot of power by reducing

the cooling capacity when the energy is in high demand.

The temperature of the cold room is varying between the

maximal limit and almost down to the lower constraint. In

this particular scenario the savings amount to 17 % for a

system with mcp = 60.
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Fig. 3. Savings compared to non-controllable load for different values of
mcp

V. CONCLUSION

We have presented Economic MPC and demonstrated its

use on a conceptual example with a portfolio of power

producers (power generators) and a power consumer (a cold

room). Economic MPC provides the most cost efficient pro-

duction plan to make supply exceed demand while observing

plant limitations. For the conceptual example used in this

paper, Economic MPC can utilize the thermal capacity in the

cold room such that significant cost savings are obtained. The

purpose of this paper was to present the concept of Economic

MPC for a set of independent dynamic systems that must be

coordinated to minimize a common objective and motivate

this type of controllers in energy systems engineering. Future

extensions include demonstration of Economic MPC for

large scale systems using Dantzig-Wolfe decomposition.

REFERENCES

[1] R. Scattolini, “Architectures for distributed and hierarchical model
predictive control,” Journal of Process Control, pp. 723–731, 2009.

[2] S. J. Qin and T. A. Badgwell, “A survey of industrial model predictive
control technology,” Control engineering practice, vol. 11, no. 7, pp.
733–764, 2003.

[3] J. B. Rawlings and D. Q. Mayne, Model Predictive Control: Theory

and Design. Nob Hill Publishing, 2009.
[4] J. M. Maciejowski, Predictive control: with constraints. Pearson

education, 2002.
[5] L. F. S. Larsen, “Model based control of refrigeration systems,” Ph.D.

dissertation, Aalborg University, Dep. of Control Engineering, 2005.
[6] D. Sarabia, F. Capraro, L. F. S. Larsen, and C. de Prada, “Hybrid nmpc

of supermarket display cases,” Control Engineering Practice, vol. 17,
no. 4, pp. 428–441, 2008.

[7] L. F. S. Larsen, T. Geyer, and M. Morari, “Hybrid mpc in super-
market refrigeration system,” in IFAC world congress, Prague, Czech
Republic, 2005.

[8] K. Edlund, J. D. Bendtsen, S. Børresen, and T. Mølbak, “Introducing
Model Predictive Control for Improving Power Plant Portfolio Perfor-
mance,” in Proceedings of the 17th IFAC World Congress, 2008.

7537

The Potential of Economic MPC for Power Management 181



0 100 200 300 400 500
0

10

20

T
o
ta

l 
P

o
w

e
r

 

 

Production Ref Ref+Cooling

0 100 200 300 400 500

0

5

10

15

P
.G

. 
#
1

0 100 200 300 400 500

0

5

10

15

P
.G

. 
#
2

0 100 200 300 400 500
0

0.5

1

1.5

Time

C
.R

. 
#
1

 

 

(a) Power productions / consumption. Non-controllable load.
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Abstract 
To increase the amount of green energy (e.g. solar and wind) significantly a new 
intelligent electrical infrastructure is needed. We must not only control the production 
of electricity but also the consumption in an efficient  and proactive manner. This future 
intelligent grid is in Europe known as the SmartGrid. In this paper we demonstrate the 
use of Economic Model Predictive Control to operate a portfolio of power generators 
and consumers such that the cost of producing the required power is minimized. With 
conventional coal and gas fired power generators representing the controllable power 
production and a significant share of renewable energy, such as parks of wind turbines, 
representing the uncontrollable power generators we have demonstrated how the 
addition of controllable consumers, such as large cold rooms or supermarkets with a 
thermal capacity, can infuse the desired flexibility of the grid for utilization of more 
green energy and also lower the total cost. We formulate the supply-demand constraint 
as a probabilistic constraint, thereby robustifying the solution against uncertainties in 
power demand. We use small conceptual examples for simulations. 
Keywords: Predictive Control, Smart Power Applications, Optimization. 

1. Introduction 
In this paper we extend the results presented in Hovgaard et al. (2010).  We have 
introduced Economic MPC to control a number of independent dynamic systems that 
must collaborate to minimize the overall cost in satisfying the cooling demand for some 
goods while meeting market demands for power at all times. A larger share of 
intermittent stochastic power generating sources such as wind turbines makes it difficult 
to balance demand and supply of electricity in a flexible and cost efficient manner. To 
account for this we introduce large power consumers, such as cold rooms, or an 
aggregation of a number of alike consumers like supermarket systems, with the ability 
to adjust the power consumption profile to the power supply. Due to the large thermal 
capacity of cold rooms, their consumption of electricity can, to some degree, be shifted 
in time to benefit the overall system. The thermal capacity in the refrigerated goods is 
then utilized to store ”coldness” such that the refrigeration system can cool extra when 
there is an over production of energy and thereby lower its consumption at other times. 
The temperature is allowed to vary within certain bounds which have no impact on food 
quality. Van Harmelen (2001), Bush and Wolf (2009) and Oldewurtel et al. (2010) also 
utilized load shifting capabilities to reduce total energy consumption. 
Our control strategy is an economic optimizing model predictive controller, Economic 
MPC. MPC for constrained systems has emerged during the last 30 years as the most 
successful methodology for control of industrial processes (Qin and Badgwell, 2003). 
MPC is increasingly being considered for refrigeration systems (Sarabia et al. (2008) 
and Larsen et al. (2005)) and for power production plants (Edlund et al., 2008). MPC 

Economic MPC for Power Management in the Smart Grid 185



 T.G. Hovgaard et al. 

based on optimizing economic objectives has only recently emerged as a general 
methodology (Rawlings et al. (2008) and Diehl et al. (2009)). To put our strategy into a 
more realistic scenario in which different uncertainties affect the system this paper 
extends the Economic MPC to provide robust performance in the presence of forecast 
uncertainties. This is done in a way similar to Oldewurtel et al. (2010) where energy 
consumption for climate control is minimized under influence of uncertain weather 
predictions. Several works exist that consider constrained MPC in the presence of 
uncertainty (Bemporad and Morari, 1999). Boyd et al. (1998) and Lobo et al. (1998) 
demonstrate that probabilistic linear constraints can be written as second-order cone 
(SOC) constraints that are convex provided the probability involved is greater than 0.5. 

2. Economic MPC for Linear Systems 
The Economic MPC minimizes an economic cost directly as opposed to minimizing the 
deviation from a setpoint in some norm. We consider continuous variables only and the 
resulting optimal control problem is formulated as a linear program. The solution of this 
program is implemented on the system in a receding horizon manner. 
2.1. Distributed Independent Systems 
We consider a distributed independent system in continuous time. The optimal control 
problem defining the Economic MPC may then be stated as the block-angular linear 
program: 

∈
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∈∈

≥−
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kki
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kiikiikiiki dEuBxAx ,,,, ++=  (1c) 

kiikiikiiki dFuDxCy ,,,, ++=  (1d) 

kiizkiizkiizki dFuDxCz ,,,,,,, ++=  (1e) 

ikiiikii uuuuuu max,,min,max,,min, , Δ≤Δ≤Δ≤≤  (1f) 

ikii zzz max,,min, ≤≤  (1g) 
The set of plants, P, consists of controllable producers (e.g. conventional power plants), 
SC, non-controllable producers (e.g. farms of wind turbines), SNC, and controllable 
consumers (e.g. large cooling houses as in this paper), D. The dynamically independent 
plants must collaborate to meet a common objective i.e. satisfy the market demand for 
the goods they produce. We model farms of wind turbines as instantaneously changing 
systems and combine the effect of their power production with the non-controllable 
consumption in the exogenous net power demand signal rk. Pi ∈  and Tk ∈ . 

} , . . . ,N,  {T 10∈ .The objective function (1a) says that the total cost of production 
from all the power plants in the time horizon considered must be minimal. (1b) couples 
the independent plants by requiring that the supply exceeds the demand. (1c)-(1e) is a 
discrete time state space realization of the independent system. (1f) constitute the input 
constraints and a constraint on the rate of movement and (1g) is an output constraint. 
2.2. Linear Programs and Control with Uncertainty 
The optimum of a linear program is an extreme point as illustrated in Fig. 1. This 
property of linear programs leads to either dead-beat or idle control when linear 
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programs are used for solving model predictive control problems with an l1-penalty 
(Rao and Rawlings, 2000). For Economic MPC the fact that the optimum is an extreme 
point implies that even small perturbations in the data may change the optimal solution 
dramatically. Exemplified by the power production case, an optimal solution is one 
where the amount of power produced exactly matches the consumption. However, due 
to the optimization relying on a prediction of power production from non-controllable 
producers there is a risk of power shortage if e.g. the estimate of power from non-
controllable producers was overstated. Since this situation is very expensive a more 
desirable solution would 
be to produce just enough extra power to leave room for most of the effect from 
uncertainties. In this work we introduce a confidence interval such that the solution 
accounts for the amount of uncertainty. The tubes in Fig. 1 illustrates this. 

 
 

Fig. 1. Example of LP with two inputs and two 
outputs. Boundaries of the feasible region are 
illustrated with green for input constraints and red 
for output constraints. The arrows indicate 
possible optimal solutions and the circles 
illustrate the confidence interval around a 
solution caused by uncertainty. 

 
2.3. Probabilistic Constraints 
In the presence of uncertainty we formulate a stochastic optimization problem as: 
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Eq. (2a) is furthermore subject to the constraints in Eq. (1c)-(1h). By assuming that the 
uncertain variable rk  is distributed as ),( 2σkk rNr ≈ the probability constraint in Eq. 
(2b) can be reformulated as follows: 

{ } α−≥≥ 1Pr RYob  (3a) 

( )ασα
σσ

−Φ⋅+≥−≥−Φ≈− − 11)1,0( 1RYRYNRR  (3b) 

where )(xΦ is the cumulative distribution function of a zero mean unit variance 
Gaussian random variable x. The constraint in Eq. (3b) is a deterministic constraint. 

3. Simple Power Management Scenario 
The case study used in this paper includes two controllable power generators and one 
power consumer. The power consumer is a cold room for which we provide a simple 
model. 
3.1. Controllable Power Generators 
Edlund et al. (2009) provides simple models for power generators. In this paper we use 
the models of the form: 
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where u is power set-point. Generator 1 is cheap and slow while generator 2 is fast and 
expensive. 
3.2. Simple Cold Room 
By setting up the energy balances for the cold room we find the following simplified 
dynamics: 
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Tcr is the temperature in the cold room which must be kept within certain bounds,  
max,min, crcrcr TTT ≤≤ . Te is the evaporation temperature of the refrigerant. It can 

be controlled by the compressor work and must satisfy cre TT ≤ . Tamb is the ambient 
temperature and WC is the energy consumed by the system. 

4. Results 
This section illustrates the results from simulation of our case study on a scenario with a 
sudden steps in net power demand. Fig. 2 shows an example without utilizing the 
consumer in the power management problem. Hence the cold room consumes a constant 
amount of energy that is sufficient for keeping the temperature below the upper limit as 
this minimizes the energy consumption. In Fig. 3 the cold room is regarded as a 
controllable consumer. It is seen how the surplus electricity following the drop in 
demand is absorbed by the refrigeration system resulting in a lower energy consumtion 
later on. 
 

 

 

 

 
 

 
 
Fig. 2.  No collaboration between power producers and consumers.  
Left: ”Total Power” shows total power production (blue) versus the reference consumption (with 
(black) and without (red) the refrigeration). C.R. #1 shows the temperature in the cold room Tcr 
and the control signal Te. (Tcr,min, Tcr,max) and outdoor temperature, Tamb, are shown with dotted 
and solid black respectively. Right: Power productions / consumptions. The shaded band show the 
99% confidence interval from 10,000 random instances. 
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Fig. 3.  Collaboration between power producers and consumers. 
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Power Consumption in Refrigeration Systems - Modeling for

Optimization

Tobias Gybel Hovgaard, Lars F.S. Larsen, Morten J. Skovrup, John Bagterp Jørgensen

Abstract— Refrigeration systems consume a substantial
amount of energy. Taking for instance supermarket refrig-
eration systems as an example they can account for up to
50− 80% of the total energy consumption in the supermarket.
Due to the thermal capacity made up by the refrigerated goods
in the system there is a possibility for optimizing the power
consumption by utilizing load shifting strategies. This paper
describes the dynamics and the modeling of a vapor com-
pression refrigeration system needed for sufficiently realistic
estimation of the power consumption and its minimization. This
leads to a non-convex function with possibly multiple extrema.
Such a function can not directly be optimized by standard
methods and a qualitative analysis of the system’s constraints
is presented. The description of power consumption contains
nonlinear terms which are approximated by linear functions in
the control variables and the error by doing so is investigated.
Finally a minimization procedure for the presented problem is
suggested.

I. INTRODUCTION

Supermarket refrigeration and refrigeration systems

in general have been modeled for both analysis and

control in several preceding publications. These are both

concerned with the overall system [1]–[4] and the complex

thermodynamics of the individual parts as evaporators

and condensers [5], [6]. However the focus in this paper

is on describing the power consumption in supermarket

refrigeration systems on a form that enables us to use

optimization methods like Model Predictive Control (MPC)

(see e.g. [7], [8]) for minimizing the total cost of running

the system. This is not a completely new idea either. In [1]

and [9] MPC is applied to refrigeration systems and in [4]

optimization is applied in order to utilize the daily variations

to minimize power consumptions. The models used in such

papers tend to be rather simple in their description of e.g.

the work done in the compressor in order to make them

fit into standard forms suitable for optimization and MPC.

Thus, the current work focuses on choosing an abstraction

level for the model such that sufficient simplicity can be

obtained but with significantly improved accuracy with

respect to energy consumption.

Our motivation for the model described in this paper

is the desire to utilize Economic Optimizing MPC for

refrigeration systems in order to cut down on energy

T.G. Hovgaard and L.F.S. Larsen are with Danfoss A/S, Nordborgvej 81,
DK-6430 Nordborg, Denmark {tgh,lars.larsen}@danfoss.com

M.J. Skovrup is with IPU Technology Development, Building 403, DK-
2800 Kgs. Lyngby, Denmark mjs@ipu.dk

J.B. Jørgensen is with DTU Informatics, Technical University of Den-
mark, Richard Petersens Plads, Building 321, DK-2800 Kgs. Lyngby,
Denmark jbj@imm.dtu.dk

costs related to operating the system and to enable the

refrigeration system to be a flexible power consumer.

The United States’ and Europe’s development for future

intelligent electricity grid is called GridWise and SmartGrid,

respectively. GridWise and SmartGrid are intended to be

the smart electrical infrastructure required to increase the

amount of green energy (solar and wind) significantly. To

obtain an increasing amount of electricity from intermittent

energy sources such as solar and wind, we must not only

control the production of electricity but also the consumption

of electricity in an efficient, agile and probably proactive

manner. In [10] we demonstrated the potential of Economic

MPC for an example portfolio with two power plants

and one large cold room. This study revealed significant

possibilities for saving power and for better utilization of

green energy. However the models used for the cold room

were very simplified and only worked for this conceptual

case and the need for improved modeling for simulating

realistic scenarios was revealed.

Traditionally, MPC is designed using objective functions

penalizing deviations from a given set-point. MPC based

on optimizing economic objectives has only recently

emerged as a general methodology with efficient numerical

implementations and provable stability properties [11]–[14].

The main purpose of controlling a refrigeration system is

usually not to track a certain cold room temperature exactly

but merely to keep it within specified bounds at the lowest

possible cost. Thus, Economic MPC is an appealing strategy

and a suitable objective function which is directly related to

the power consumption and which has properties such that it

can be optimized in an Economic MPC scheme is presented

in this paper. Furthermore a minimization procedure for

minimizing the resulting non-convex objective function is

proposed.

The remaining parts of this paper are organized as follows.

Section II models the dynamics of a refrigeration system

from an appropriate abstraction level and presents the con-

straints of the system. Section III presents the functions for

estimating the power consumption along with linearization

of the nonlinear terms. The constraints are compared to the

power consumption and the possibility for minimizing the

function uniquely is discussed. A procedure for minimization

of the power consumption is suggested in section IV. We give

conclusions in Section V.

Proceedings of the 2011 4th International Symposium on
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Fig. 1. Schematic layout of basic refrigeration system.

II. MODELING THE REFRIGERATION SYSTEM

Most supermarket refrigeration systems utilize a vapor

compression cycle where a refrigerant is circulated in

a closed loop consisting of a compressor, an expansion

valve and two heat exchangers, an evaporator in the cold

storage room and a condenser/gas cooler located in the

surroundings. When the refrigerant evaporates it absorbs

heat from the cold reservoir which is rejected to the hot

reservoir by condensation. In order to keep the refrigeration

cycle flowing with the heat transfers as described here,

the evaporation temperature (Te) has to be lower than the

temperature in the cold reservoir (Tcr) and the condensation

temperature has to be higher than the temperature at the

hot reservoir (Ta). By inserting a compressor between the

evaporator and the condenser the pressure, and thereby also

the saturation temperature, of the refrigerant is increased

such that the necessary temperature differences are achieved.

Thus, low pressure refrigerant (Pe) from the outlet of the

evaporator is compressed to a high pressure (Pc) at the

inlet to the condenser. The expansion valve at the inlet to

the evaporator upholds the pressure difference (Pc > Pe).

The setup is sketched in Fig. 1 with one cold storage room

connected to the system. In most supermarket refrigeration

systems several cold storage rooms, e.g. display cases, are

connected to a common compressor rack and condensing

unit. Hence, all the individual display cases, which might

have to satisfy different demands to temperatures, often

sees the same evaporation temperature in a typical setup.

However each unit has its own inlet valve for individual

temperature control.

The dynamics inside each display case are nonlinear and

require several dynamic variables to be modeled in order to

get at proper fit. Furthermore the inlet valve in many systems

can only be on or off rather than continuously controlled

which leads to switched dynamics. But from a higher

abstraction level considering only the long-term average of

the temperature in the stored goods all these complicated

dynamics can be neglected by assuming that inner control

loops controlling the inlet valve are already established. If

we consider a typical control strategy for most Danfoss

refrigeration systems today this is a reasonable assumption

since it relies on precisely such an inner controller which
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Fig. 2. Power consumption in the compressor and the condenser fan at
varying condensing pressure. (Pe = 2 bar and Tcr = 10

◦C).

opens and closes the inlet valve according to defined

hysteresis boundaries on the temperature in the cold room

and a superheat controller which measures temperature and

pressure at the outlet of the evaporator and makes sure

that the liquid-gas front in the evaporator keeps a certain

distance to the outlet.

The condensing pressure is normally controlled by a fan

blowing air across the condenser. According to [15] the

optimal condensing temperature (T ∗
c = Tsat(P

∗
c )) can be

computed quite accurately as:

T ∗
c = Ta +∆T (1)

where ∆T is a constant.

It is obvious from Fig. 1 that energy is consumed for

driving the compressor rack, the fans at the condensation

unit and a fan circulating the air in the cold room through

the evaporator. Hence, total energy consumption is given by:

Ẇ = ẆC + ˙WCF + ˙WEF (2)

where Ẇ denotes power consumption and the subscripts

indicates the individual components; compressor (C),

condenser fan (CF) and evaporator fan (EF). As it is stated

in [4] and also illustrated on Fig. 2 the power consumed

by the compressor is by far the largest and this will be the

scope of further modeling in this work.

Fig. 2 furthermore illustrates that it requires less energy

to decrease the condensation pressure when the ambient

temperature is low. Hence the work done in the compressor

can be drastically reduced.

A. Simple Cold Room

In the following the sufficient dynamics for optimizing

power consumption in a refrigeration system are presented.

It is assumed that the mass of the refrigerated goods acts

as a low pass filter with respect to the temperature such

that the switching in the inlet valve can be neglected.

By doing this the cooling capacity applied to the cold

room (Q̇e) can be considered as a continuous manipulable

variable. Additionally, the evaporation temperature (Te) is

considered continuously controllable. In practice a local

suction pressure controller acts on the compressors in order

235

194 P a p e r G



to keep Te as desired but since the dynamics of this inner

control loop, and those of the temperature control loop at

the inlet valve, are typically much faster than the change

of temperature in the goods it is reasonable to assume that

if we ask for a certain Te or Q̇e then, from the system’s

point of view it is achieved (almost) immediately. The

controllable inputs are bounded by constraints on e.g.

maximum compressor capacity and these limitations will

also be considered. The output of the system is the cold

room temperature (Tcr) and the purpose of controlling

the refrigeration system is to keep this temperature within

certain bounds and to do so as cheap as possible with

respect to energy consumption and costs.

The temperature in the cold room can be described by

setting up a simple energy balance as in Eq. (3).

mcp
dTcr

dt
= Q̇load − Q̇e (3)

with

Q̇load = (UA)amb−cr · (Tamb − Tcr) (4a)

Q̇e = (UA)cr−e · (Tcr − Te) (4b)

where UA is the heat transfer coefficient and m and cp are

the mass and the overall heat capacity of the refrigerated

goods, respectively. Tamb is the temperature of the ambient

air which puts the heat load on the refrigeration system.

In order to get the equations on the right form for the

optimization algorithms we insert (4a) in (3), while leaving

Q̇e as a direct input. Then the Laplace transform is applied

from which we get the following system description:

Tcr(s) =
Ku

τs+ 1
Q̇e(s) +

Kd

τs+ 1
Tamb(s) (5)

where the parameters are given as:

Ku = −
1

(UA)amb−cr

, Kd = 1, τ =
m · cp

(UA)amb−cr

(6)

The different variables of the system are limited by the

following constraints:

Tcr,min ≤ Tcr ≤ Tcr,max (7a)

0 ≤ Tcr − Te ≤ ∞ (7b)

0 ≤ Q̇e ≤ (UA)cr−e,max · (Tcr − Te) (7c)

We define the sets Ω and Υ as all Q̇e and Te respectively, that

satisfies the system dynamics (Eq. (5)) and the constraints

given in Eq. (7).

B. Multi-zone refrigeration

In the section above only one cold storage room was

connected to the system. Most systems however, contain sev-

eral cold rooms that vary mutually in both size, temperature

demands and loads. By expanding Q̇e, Tcr and Tamb from

the models described in the previous section to the vector

case where (Te, Q̇e,i), Tcr,i and Tamb,i are inputs, output

and disturbance respectively for the ith cold room the same

equations still hold.

III. POWER CONSUMPTION

As already mentioned we will consider only the energy

consumed in the compressor in the sequel. The work done

by the compressor can be expressed by the mass flow of

refrigerant (mref ) and the change in energy content of the

refrigerant over the compressor. Energy content is described

by enthalpy of the refrigerant at the inlet and at the outlet

of the compressor (hic and hoc respectively). Hereby the

expression in Eq. (8) is given.

Ẇc =
mref · (hoc(Te, Pc)− hic(Te))

ηis(Pc/Pe)
(8)

where the enthalpies depend on the evaporation temperature

and the condensing pressure as stated. Actually they also

depend on the superheat (∆TSH ) and the heat loss in the

compressor but without too much loss of generality we

assume these parameters constant. The isentropic efficiency

(ηis) is a compressor dependent function of the ratio Pc/Pe.

In the normal range of operation it was found that the

addition of this function did not change the shape of Eq.

(8) significantly and it is therefore omitted in the sequel.

For future improvements and for a wider range of operation

isentropic efficiency might need to be considered.

The mass flow can be determined as the ratio between

cooling capacity and change of enthalpy over the evaporator:

mref =
Q̇e

hoe(Te)− hie(Pc)
(9)

Furthermore we note that hoe = hic. All the enthalpies

given here as functions of Te, Pc or both are non-linear

refrigerant dependent functions which can be calculated

e.g. by the software package ”RefEqns” [16]. Using the

description from (8)-(9) and ”RefEqns” for the enthalpy

calculations in a scenario with fixed condensation pressure

and with varying Q̇e and Te gives the surface shown in Fig.
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Fig. 3. Power consumption in the compressor for varying Q̇e and Te and

fixed condensation pressure. Contours for Ẇc are shown in red. Refrigerant
R134a is used.
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3. In the figure the entire region is shown without paying

attention to the constraints from Eq. (7).

From the above and Fig. 3 it is evident that the power

consumption in a vapor compression refrigeration system

is not a nice convex function in the control variables.

Furthermore constraints could be thought of in a way that

could cause the system to have several minima. This is a

highly unwanted situation in optimization and special care

has to be taken when choosing the optimization method.

The nature of the constraints will be carefully studied in

this scope.

A. Linearized Model

Since we will use the expression of Ẇc for minimization

we will find a linear approximation to the function. By

using ”RefEqns” for a specific refrigerant the two enthalpy

differences can for instance be expressed as in

hoe − hie ≈ α1 · Pc + β1 (10a)

hoc − hic ≈ α21 · Te + α22 · Pc + β2 (10b)

Doing the above linear approximation for the refrigerant

R134a yields the following constants:

α1 = −9.51 · 103 (11a)

β1 = 219.38 · 103 (11b)

α21 = −800 (11c)

α22 = 4.94 · 103 (11d)

β2 = −10.10 · 103 (11e)

Fig. 4.(a) shows the same surface as seen in Fig. 3 but

using the linearized expressions for the enthalpy differences

instead of the exact values. The linearization leads to an

error which is plotted in Fig. 4.(b). From the surface in

Fig. 4.(a) it seems that the linearization has preserved the

basic shape and features of the function for work done in

the compressor and from the error plot it is noted that the

error is most severe at the extrema of Te where it amounts

to approximately 10% of the range for Ẇc. This could

have been improved by making the enthalpy difference

over the evaporator (Eq. (10a)) dependent on Te. However,

since the enthalpy difference over the evaporator appears

in the denominator of the function describing the power

consumption, it is highly undesired to make it dependent on

one of the control variables.

For the case with multiple cold rooms on the system Eq.

(9) has to replaced by the sum of the mass flows from the

individual subsystems (i.e.
∑

i mref,i).

B. Constraints

A list of constraints on both inputs and outputs of the

system were given in Eq. (7). In this section these will be

related to the surface describing the power consumption in

the compressor in order to give a good understanding of the

actual set of feasible solutions.

Fig. 5 illustrates how the constraints limit the two control

variables (Q̇e and Te) and a description is given in the

following. The upper and lower bounds on the cold room

temperature poses limitations on the cooling capacity, Q̇e.

For a constant ambient temperature it is seen from Eq. (4a)

that the heat transfer from the surroundings to the cold

room depends on the cold room temperature. Since this

heat transfer has to be balanced by a heat transfer to the

refrigerant (Q̇e) for the derivative in Eq. (3) to be zero,

the lower limit of Tcr clearly puts an upper limit on Q̇e

and vice versa. The evaporation temperature is limited from

above by the actual cold room temperature to assure that the

heat flow from cold room to refrigerant in the evaporator

is positive. Fig. 5 shows −Te on the x-axis which is then

bounded from below. Actually the evaporation temperature

is also bounded by the condensing temperature (Tc ≥ Te)
however the limit from Tcr is more conservative. The last

constraint (Eq. 7c) limits the cooling capacity (Qe) as a

function of Te. It is readily seen that this dependence is

linear proportional with −Te.

All the constraints mentioned above are plotted on top of

the surface from Fig. 4.(a) as an example with fixed Pc and

Tcr to provide a feeling of the nature of these constraints

and of the feasible area. In addition one of the contours

(thin red lines) is highlighted to indicate the effect of a

constraint stemming from a limitation of the maximum

possible work provided by the compressor.

From Fig. 5 it can be observed that the structure of the

constraints is such that only one minimum of the power

consumption can be found. This means that it is possible to

minimize the function uniquely even though it is not convex.

It is also noted that if the constraint from Eq. (7c) had a

negative slope such that it could be tangent to one of the

contour curves of the power consumption then two minima

of the function would have existed.

IV. MINIMIZATION PROCEDURE

In order to optimize the power consumption over the

horizon where parameters such as energy prices and outdoor

temperature can be predicted (N time steps) a minimization

function can be setup on the basis of the previous sections.

The entire problem can be described as in Eq. (12).

min
Te∈Υ,Q̇e∈Ω

N
∑

k=1

cel,k · Q̇e ·
α21 · Te + α22 · Pc + β2

α1 · Pc + β1

(12)

where cel is the electricity cost and the rest of the equation

comes from the combination of Eq. (8) and (9) using the

linearization from (10).

Recalling the shape of the cost function and the constraints

from Fig. 5 it can be realized that the minimum of Eq.

(12) can be obtained by fixing Te to any feasible value

while minimizing over Q̇e and subsequently minimize over

Te using the values for Qe that were found in the first
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Fig. 4. Power consumption in the compressor for the same scenario as in Fig. 3 but with linearized enthalpies as given in Eq. (10).
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minimization. This procedure will be described in further

details in the following.

We assume that we have available a prediction of the

electricity prices and the outdoor temperature that governs

the condensing pressure for the next N time steps (the pre-

diction/planning horizon). Furthermore a feasible evaporation

temperature can be chosen. The first step is then to solve Eq.

(13) for Q̇e where Q̇e in this case is a vector that contains

the cooling capacity for each of the i cold rooms connected

to the system for each of the N time steps.

min
Q̇e∈Ω

N
∑

k=1

cel,k ·
∑

i

Q̇ek ·
α21 · Te + α22 · Pck + β2

α1 · Pck + β1

(13)

If we call the fraction at the end of the above expression

∆hk Eq. 13 can be formulated as the linear program:

min
Q̇∗

e∈Ω

CT Q̇e (14)

where:

CT = [cel,1∆h1 · 1p, · · · , cel,N∆hN · 1p] (15a)

p : # of cold rooms

1p : A p-length vector of ones ([11, 12, · · · , 1p])

Q̇e =
[

[Q̇e1,1 , Q̇e2,1 , · · · , Q̇ep,1 ], [Q̇e1,2 , Q̇e2,2 , · · · , Q̇ep,2 ],

· · · , [Q̇e1,N , Q̇e2,N , · · · , Q̇ep,N ]
]T

(15b)

Hence, the size of CT is (1× (p ·N)) and the size of Q̇e is

((p ·N)× 1).
Next, we need to solve the minimization given in Eq. (16)

to find the optimal Te. As before Pc is a constant vector in

time and Q̇∗
e is the optimal cooling capacity found as the

solution to Eq. (14).

min
T∗

e ∈Υ

N
∑

k=1

cel,k · Q̇∗
ek

·
α21 · Tek + α22 · Pck + β2

α1 · Pck + β1

(16)

The fraction can be rewritten such that the expression in (16)

yields:

min
T∗

e ∈Υ

N
∑

k=1

cel,k · Q̇∗
ek

(

α21

α1 · Pck + β1

Tek +
α22 · Pck + β2

α1 · Pck + β1

)

(17)

The last term is constant with respect to Te and can be

omitted in the optimization problem. If the other term (that

is multiplied with Te) is called hk the problem in Eq. (17)

can be formulated as a linear program:

min
T∗

e ∈Υ

CTTe (18)
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where:

CT =
[

h1 · cel,1 · Q̇
∗
e,sum1

, · · · , hN · cel,N · Q̇∗
e,sumN

]

Q̇e,sum =











[1p]1 0 · · · 0
0 [1p]2 · · · 0
...

...
. . .

...

0 0 · · · [1p]N











· Q̇∗
e (19)

Te = [Te1 , Te2 , · · · , TeN ]

The matrix multiplied with Q̇∗
e in Eq. (19) is (N × (N · p)).

Thus, Q̇e,sum and C are both of size (N × 1).

When optimal values for both Q̇∗
e and T ∗

e over the pre-

diction horizon are found it must be checked whether the

evaporation temperature violates the constraint on maximum

compressor work at any time. If it does so it must be limited

to the extremum that can be achieved and the minimization

in Eq. (13) must be repeated. This procedure might have to

be applied for some iterations before all capacity violations

are handled well. Fig. 6 shows a simulation result using the

models and optimization procedure presented in this paper.

It is observed how the load is shifted such that the entire

temperature range (0− 10◦C) is utilized in order to benefit

from the variations in outdoor temperature and electricity

price. Furthermore the peak around time step 135 has been

limited due to a chosen maximum compressor capacity.

V. CONCLUSION

In this paper we have presented a new model of su-

permarket refrigeration systems. The contribution of this

model is its ability to work with Economic Optimizing MPC
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Fig. 6. Simulation using Economic MPC for the presented refrigeration
system.

while maintaining a realistic and accurate description of the

power consumption. Hereby it is possible to use the model

for power management schemes in which the load on the

refrigeration system can be shed in order to minimize the

cost of power for operating the system. Furthermore flexible

power consumption is enabled. Difficulties regarding non-

convexity of the objective function were described along with

a minimization procedure that overcomes this problem.
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Robust Economic MPC for a Power Management Scenario with

Uncertainties

Tobias Gybel Hovgaard, Lars F. S. Larsen and John Bagterp Jørgensen

Abstract— This paper presents a novel incorporation of
probabilistic constraints and Second Order Cone Program-
ming (SOCP) with economic Model Predictive Control (MPC).
Hereby the performance of the controller is robustyfied in the
presence of both model and forecast uncertainties. Economic
MPC is a receding horizon controller that minimizes an eco-
nomic objective function and we have previously demonstrated
its usage to include a refrigeration system as a controllable
power consumer with a portfolio of power generators such that
total cost is minimized. The main focus for our work is power
management of the refrigeration system. Whereas our previous
study was entirely deterministic, models of e.g. supermarket
refrigeration systems are uncertain, as are forecasts of outdoor
temperatures and electricity demand. The linear program we
have formulated does not cope with uncertainties and thus
it is, liable to drive an optimal solution to an infeasible
or very expensive solution. The main contribution of this
paper is the Finite Impulse Response (FIR) formulation of
the system models, allowing us to describe and handle model
uncertainties in the framework of probabilistic constraints. Our
new solution using this setup for robustifying the economic
MPC is demonstrated by simulation of a small conceptual
example. The scenario is primarily chosen to illustrate the effect
of our proposed method in that it can be compared with our
previous deterministic simulations.

I. INTRODUCTION

In [1] we introduced economic MPC to control a number

of independent dynamic systems that must collaborate to

minimize the overall cost of satisfying the cooling demand

for some goods while meeting market demands for power

at all times. Our control strategy is an economic optimizing

model predictive controller, economic MPC. MPC for

constrained systems has emerged during the last 30 years

as the most successful methodology for control of industrial

processes [2]. MPC is increasingly being considered for

refrigeration systems [3], [4] and for power production

plants [5]. MPC based on optimizing economic objectives

has only recently emerged as a general methodology with

efficient numerical implementations and provable stability

properties [6]–[8]. Our proposed economic MPC controller

has previously been formulated in a deterministic setting

and the contribution of this paper is to put our strategy

into a more realistic scenario where different uncertainties

always affect the system. Thus, this paper provides a

novel extension to the economic MPC to provide robust

performance in the presence of both forecast and model

T. G. Hovgaard and L. F. S. Larsen are with Danfoss
Refrigeration and A/C Controls, DK-6430 Nordborg, Denmark.
{tgh,lars.larsen}@danfoss.com

J. B. Jørgensen is with DTU Informatics, Technical University of Den-
mark, DK-2800 Lyngby, Denmark. jbj@imm.dtu.dk

uncertainties. This is done in a way similar to [9] where

energy consumption for climate control is minimized under

influence of uncertain weather predictions but also the

ability to handle model uncertainties in the closed-loop

MPC is an important issue in this paper.

The Smart Grid is the future intelligent electricity grid

and is intended to be the smart electrical infrastructure

required to increase the amount of green energy significantly.

The Danish transmission system operator (TSO) has the

following definition of Smart Grids which we adopt in

this work: ”Intelligent electrical systems that can integrate

the behavior and actions of all connected users - those

who produce, those who consume and those who do

both - in order to provide a sustainable, economical and

reliable electricity supply efficiently” [10]. A larger share

of intermittent stochastic power-generating sources such

as wind turbines makes it difficult to balance demand and

supply of electricity in a flexible and cost-efficient manner.

To account for this we previously introduced large power

consumers, such as cold rooms, or an aggregation of a

number of like consumers such as supermarket systems,

with the ability to adjust the power consumption profile to

the power supply. Due to the large thermal capacity of cold

rooms, their consumption of electricity can, to some degree,

be shifted in time to benefit the overall system. The thermal

capacity in the refrigerated goods is then utilized to store

”coldness” such that the refrigeration system can increase

cooling when there is an over production of energy and

then lower its consumption at other times. The temperature

is allowed to vary within certain bounds, which have no

impact on food quality. We exploit that the dynamics of

the temperature in the cold room are rather slow while the

power consumption can be changed rapidly. [9], [11], [12]

also utilized load shifting capabilities to reduce total energy

consumption.

Several works exist that consider constrained model

predictive control (MPC) in the presence of uncertainty

[13]. In many applications distributions can be quantified for

uncertainty and if this information is ignored (e.g. by defining

worst-case costs and invoking constraints over all uncertainty

realizations) it can lead to conservative results, and the need

for a stochastic extension to constrained MPC is clear [14].

Taking expected values of the cost provides an obvious way

to utilize probabilistic information [15]. However constraints

often admit a probabilistic formulation too, e.g. a variable

should not exceed a certain bound with a given probability.
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[16] and [17] considered MPC with probabilistic constraints

with the cost based on the expected value of a linear

function of the states. In the former the implementation

of probabilistic constraints can be conservative due to the

use of statistical confidence ellipsoidal approximations,

whereas the latter uses affine disturbance feedback. [18]

and [19] demonstrate that probabilistic linear constraints

can be written as second-order cone (SOC) constraints

that are convex provided the probability involved is greater

than 0.5. Probabilistic constraints are also introduced in

[20] for model uncertainties and in [21] for uncertain

disturbances. Both works confine the analysis to open loop

optimization whereas [22] uses SOCP methods to calculate

steady-state targets for MPC under uncertainty. In [23]

a fast algorithm for MPC with probabilistic constraints

is presented. For power management scenarios e.g. [24]

proposed a risk-constrained stochastic programming for

signing day-ahead contracts under uncertain price forecasts

and in [25] a stochastic mixed-integer program is proposed

for the scheduling of reserves by demand response under

forecast uncertainty and random outages of generating units

and transmission lines.

This paper is organized as follows. Section II introduces

economic MPC and illustrates the problem with linear pro-

gramming for uncertain systems. In section III we explain

the different sources of uncertainty and reformulate both the

model and forecast uncertainties to fit into solutions with

probabilistic constraints. Section IV describes the models,

assumptions and scenarios used for our case study, and the

results are provided in section V. We give conclusions in

Section VI.

II. ECONOMIC MPC FOR LINEAR SYSTEMS

In this section we describe the economic MPC for linear

systems. The Economic MPC minimizes an economic cost

directly as opposed to minimizing the deviation from a set-

point in some norm. We consider continuous variables only

and the resulting optimal control problem is formulated as a

linear program. The solution of this program is implemented

on the system in a receding horizon manner.

A. Distributed Independent System

In this paper, we consider a distributed independent system

represented in continuous time as:

Yi(s) = Gyu,i(s)Ui(s) +Gyd,i(s)Di(s) i ∈ P (1a)

Zi(s) = Gzu,i(s)Ui(s) +Gzd,i(s)Di(s) i ∈ P (1b)

with i ∈ P = {1, 2, . . . , P} being an index referring to each

plant. U ∈ C
nu is the manipulable variables, D ∈ C

nd is

known disturbances, Y ∈ C
ny is the outputs associated with

a cost, and Z ∈ C
nz is the outputs associated with output

constraints. Gyu, Gyd, Gzu, and Gzd are transfer function

matrices of compatible size.

The set of plants, P , consists of controllable produc-

ers (e.g. conventional power plants), SC , non-controllable

producers (e.g. wind farms), SNC , controllable consumers

(e.g. large cooling houses as in this paper), DC and non-

controllable consumers, DNC . We combine the effect from

all non-controllable units in the net power demand signal

r. In this signal we model changes in e.g. wind speed

as step-like changes. The dynamically independent plants

must collaborate to meet a common objective i.e. satisfy

the market demand for the goods they produce. The optimal

control problem defining the economic MPC for (1) may

then be stated as the block-angular linear program:

min
{x,u,y,z}

φ =
∑

i∈S

(

∑

k

c′u,iui,k + c′y,iyi,k

)

(2a)

s.t.
∑

i∈SC

yi,k −

∑

i∈DC

yi,k ≥ rk (2b)

xi,k+1 = Aixi,k +Biui,k + Eidi,k (2c)

yi,k = Cixi,k +Diui,k + Fidi,k (2d)

zi,k = Cz,ixi,k +Dz,iui,k + Fz,idi,k (2e)

umin,i ≤ ui,k ≤ umax,i (2f)

∆umin,i ≤ ∆ui,k ≤ ∆umax,i (2g)

zmin,i ≤ zi,k ≤ zmax,i (2h)

with i ∈ P and k ∈ T . T ∈ {0, 1, . . . , N}. The objective

function (2a) says that the total cost of production from all

the power plants in the time horizon considered must be

minimal. (2b) couples the independent plants by requiring

that the supply exceeds the demand. This is not a realistic

constraint for controlling an entire Smart Grid where supply

and demand have to balance at all times. But for the

illustration of the effect gained from including controllable

consumers, this simplification does not change the solution.

(2c)-(2e) are the discrete-time state space realization of (1),

(2f) constitutes the input constraints and (2g) is a constraint

on the rate of movement (∆uk = uk − uk−1). The output

constraints are represented by (2h).

The supply-demand constraint (2b) and the output con-

straints (2h) may not be feasible for every disturbance and

initial state scenario. In such situations (2) may be modified

to a feasible linear program by representing (2b) and (2h) as

soft constraints with large constraint violation penalties.

(2) can be formulated as an instance of a linear program

which may be solved efficiently using Dantzig-Wolfe decom-

position [26].

B. Linear Programs and Control with Uncertainty

The optimum of a linear program is an extreme point, as

illustrated in Fig. 1. This property of linear programs leads

to either dead-beat or idle control when linear programs are

used to solve model predictive control problems with an ℓ1-

penalty [27]. For economic MPC the fact that the optimum

is an extreme point implies that even small perturbations

in the data or the disturbances may change the otherwise

optimal solution to an infeasible or very expensive solution.

Uncertainties are always present in real systems and the

solution we presented in [1] is therefore entirely concep-

tual. Exemplified by the power production case, an optimal

solution is one where the amount of power produced exactly
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matches the consumption. However, due to the optimization

relying on a prediction of power production from non-

controllable producers, there is a risk of power shortage if

e.g. the estimate of power from non-controllable producers

was overstated. Since this situation is very expensive, a more

desirable solution would be to produce just enough extra

power to leave room for most of the effect from uncertainties.

Another scenario would be the cold room temperature that, in

an energy context, optimally aims at the upper limit, causing

the foodstuff to be damaged if the surrounding temperature

gets higher than predicted or if the real dynamics of the

refrigeration system are slightly different than modeled. This

has previously been handled by adding a somewhat arbitrary

amount of back-off from the calculated optimal point. In this

work we want to introduce a confidence interval such that the

solution accounts for the amount of uncertainty. The tubes

in Fig. 1 illustrate this.

III. ECONOMIC MPC WITH PROBABILISTIC

CONSTRAINTS

As pointed out above the optimal solution to a

deterministic LP is not always optimal, nor feasible,

in the stochastic case. Therefore we describe means to

handle the uncertainties in both forecasts and in the

models of the system. We are using assumptions of the

uncertainty belonging to certain distribution functions and

define the confidence level (probability) that the constraints

should hold with. The probabilistic constraints are then

reformulated as their deterministic counterparts.

First we define the system model in Finite Impulse Re-

sponse (FIR) form:

yk = bk +

k
∑

i=0

Hiuk−i, Hi =

{

D for i = 0
CAi−1B for i > 0

(3)

u1

u2

u2 Min

u2 Max

u1 Min u1 Maxy2 Max

y2 Min

y1 Min

y1 Max

Region of 

feasible 

solutions.

Fig. 1. Example of LP with two inputs and two outputs. Boundaries of
the feasible region are illustrated with green for input constraints and red
for output constraints. The arrows indicate possible optimal solutions and
the circles illustrate the confidence interval around a solution caused by
uncertainty.

where bk is a bias term. Next, the stochastic optimization

problem is defined as (boldface variables are uncertain):

min E

{

N
∑

k=0

ck
′uk

}

(4a)

s.t.

umin ≤ uk ≤ umax (4b)

Prob {yk ≥ rk} ≥ 1− α, α ∈ [0; 1] (4c)

yk = bk +

k
∑

i=1

Hiuk−i +

k
∑

i=1

HD,idk−i (4d)

where r is a reference trajectory, d a disturbance, 1− α the

confidence level for the constraint, and:

1) ck ∼ N(c̄k, σ
2
c ) 2) rk ∼ N(r̄k, σ

2
r)

3) Hi ∼ N(H̄i,Σ
2
H) 4) HD,i ∼ N(H̄D,i,Σ

2
H)

5) dk ∼ N(d̄k, σ
2
d)

(5)

1) and 2) are forecast uncertainties, 3) and 4) describe model

uncertainties while 5) is uncertainty in the disturbances.

A. Forecast Uncertainty

1) Uncertainty in price, ck: Since we are minimizing the

expected value of the objective function we use the certainty

equivalent description and substitute c̄k with ck.

2) Uncertainty in the reference, rk: The probability con-

straint is reformulated as a deterministic constraint:

Prob {Y ≥ R} ≥ 1− α (6a)

R− R̄

σr

∼ N(0, 1) ⇒ Φ

(

Y − R̄

σr

)

≥ 1− α (6b)

Φ(x) is the cumulative distribution function (CDF) of a

zero mean unit variance Gaussian random variable x

Y ≥ R̄+ σrΦ
−1(1− α) (7)

Hence a security margin is added to rk resulting in a back-off

from the optimal (in the deterministic case) boundary. This

strategy is closely related to the affine feedback methods

described e.g. in [28] and [17].

B. Model and Disturbance Uncertainty

3), 4) and 5) lead to stochastic programming which is

described in this section. We formulate the system using the

FIR description in Eq. (3)-(5):

Y =
[

C Γ
]

[

Upast

U

]

+
[

CD ΓD

]

[

Dpast

D

]

(8)

and the optimization problem as:

minU φ = E

{

N−1
∑

k=0

cu,kuk

}

(9a)

s.t.

yk =
[

Ck Γk

]

[

Upast

uk

]

+
[

CD,k ΓD,k

]

[

Dpast

dk

]

(9b)

Prob {yk ≥ rk} ≥ 1− α, k = 1, 2, · · · , N (9c)
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where Ck and Γk are rows from the corresponding matrices

in Eq. (10) and subscript ”past” indicates the previous signals

corresponding to the number of coefficients in the FIR model.

[

ΓN×N | CN×(n−1)

]

=


























H1 0 · · · · · · · · · 0
...

. . .
. . .

. . .
. . .

...

Hn

. . .
. . .

. . .
. . .

...

0
. . .

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . . 0
0 · · · 0 Hn · · · H1

|

|

|

|

|

|

|

Hn · · · · · · H2

0
. . .

. . .
...

...
. . .

. . .
...

0 · · · 0 Hn

0 · · · · · · 0
...

...
...

...

0 · · · · · · 0



























(10a)

Upast =







u−(n−1)

...

u−1






, U =







u1

...

uN






(10b)

The statistical properties of the resulting output yk can be

described as:

YU ∼ N(ȲU ,ΣYU
), YD ∼ N(ȲD,ΣYD

) (11a)

Y = YU +YD, Y ∼ N(ȲU + ȲD,ΣYU
+ΣYD

) (11b)

where:

ȲU,k =
[

C̄k Γ̄k

]

[

Upast

U

]

(12a)

ΣYU ,k =
[

Upast U
]

[

ΣC,k 0
0 ΣΓ,k

] [

Upast

U

]

(12b)

The product of the two normally distributed variables coming

from the model uncertainties and the uncertain disturbance

respectively can be described by an approximate normal

distribution with the following properties [29]:

ȲD,k ≈

[

C̄D,k Γ̄D,k

]

[

D̄past

D̄

]

(13a)

ΣYD,k ≈

[

D̄past D̄
]

[

ΣCD,k 0
0 ΣΓD,k

] [

D̄past

D̄

]

+

[

C̄D,k Γ̄D,k

]

ΣD

[

C̄D,k

Γ̄D,k

]

(13b)

Hence, using that (yk− ȳk)/Σ
1/2
y,k ∼ N(0, 1), the probabilis-

tic constraint can be reformulated as follows:

Prob {yk ≥ rk} ≥ 1− α (14a)

Φ−1(α)

∥

∥

∥

∥

Σ
1/2
∗

[

∗past

∗

]∥

∥

∥

∥

2

+ ȳk ≥ rk (14b)

where the ’*’ indicates that the norm is taken of the vector

formed by all the quadratic terms described in Eq. (12b) and

(13b). Hence, in a MIMO case where yk is the sum of two

independent outputs, the vector in the norm would simply

contain an element from each of the outputs. This is easily

realized by the property
√

a2 + b2 + c2 = ‖[a b c]‖2. The

constraint in Eq. (14b) has the form of a second order cone

and the solution to the optimization problem constrained by

Eq. (14b) can be computed using SOCP as in [18], [19].

In summary, uncertain model descriptions alone or in

combination with uncertain disturbances lead to second order

cone constraints, while an uncertain reference just adds a

margin to the boundary. These two cases can of course easily

be combined.

IV. SIMPLE POWER MANAGEMENT SCENARIO

The case study used in this paper includes two controllable

power generators and one power consumer. The power

consumer is a cold room for which we provide a simple

model. This case study is identical to the one presented in [1]

to illustrate the properties and potential of economic MPC

in managing the power production and consumption in a

distributed energy system. The novelty in this paper is the

inclusion of a realistic scenario with uncertainties in both

models and forecasts and the means to handle such as de-

scribed in the previous sections. We use the Economic MPC

implementation with probabilistic constraints formulated as

an SOCP to calculate the cost-optimal control in presence of

uncertainties with known probability distribution functions.

A. Controllable Power Generators

In [30] simple models for power generators are provided.

In this paper we adopt these models which are of the form:

φi =
∑

k∈T

c′iui,k (15a)

Yi(s) = Gi(s)Ui(s) Gi(s) =
1

(τis+ 1)3
(15b)

umin,i ≤ ui,k ≤ umax,i (15c)

∆umin,i ≤ ∆ui,k ≤ ∆umax,i (15d)

to model two conventional power generators where ui is

the power set-point for the i-th generator. (15a) represents

the costs of producing power from a given power generator.

Power generator 1 is cheap and slow, (c1, τ1, umin,1, umax,1,

∆umin,1, ∆umax,1) = (1, 20, 0, 15,−1, 1). Power generator

2 is expensive and fast, (c2, τ2, umin,2, umax,2, ∆umin,2,

∆umax,2) = (2, 10, 0, 15,−3, 3). The model in Eq. (15)

describes the closed-loop system with internal controllers and

is therefore quite simple without the lower level complexity

of the generators. The model has been validated against

experimental data at DONG Energy, Denmark.

B. Simple Cold Room

The energy balance for the cold room is

mcp
dTcr

dt
= Qload −Qe (16)

with

Qload = (UA)amb−cr(Tamb − Tcr) (17a)

Qe = (UA)cr−e(Tcr − Te) (17b)

Tcr is the temperature in the cold room which must be

kept within certain bounds, Tcr,min ≤ Tcr ≤ Tcr,max. Te

is the evaporation temperature of the refrigerant. It can be
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controlled by the compressor work and must satisfy Tcr ≥

Te. Tamb is the ambient temperature. UA is the heat transfer

coefficient. m and cp are the mass and the overall heat

capacity of the refrigerated goods, respectively. The energy

consumed by the refrigeration system is work performed

by the compressors: WC = ηQe. η is the coefficient of

performance. In this work η is assumed to be constant.

Consequently

WC(s) =
a− bs

τs+ 1
Te(s) +

αKd

τs+ 1
Tamb(s) (18a)

Tcr(s) =
Ku

τs+ 1
Te(s) +

Kd

τs+ 1
Tamb(s) (18b)

with Y3 = WC , Z3 = [Tcr;Tcr −Te], U3 = Te, D3 = Tamb.

The constraints are

Tcr,min ≤ Tcr ≤ Tcr,max (19a)

0 ≤ Tcr − Te ≤ ∞ (19b)

Te,min ≤ Te ≤ Te,max (19c)

Thus, the refrigeration system can be modeled in a form

compatible with the economic MPC for linear systems. The

model here is somewhat simplified, especially the assumption

for (18). However the resulting dynamics are well suited for

illustrating the conceptual case in this paper.

C. Supply and Demand

The production by the power generators, y1,k+y2,k, must

exceed the demand for power by the cooling house and the

other consumers

y1,k + y2,k ≥ y3,k + rk k ∈ T (20)

We model wind farms as instantaneously changing systems

and include the effect of their power production in the

exogenous net power demand signal, rk. This is seen in the

case study in Fig. 2.

D. Uncertainty

In our scenario the models of power plants and refrig-

eration systems are not perfectly known and an uncertain

FIR as in Eq. (3)-(5) is used for the system models. The

temperature surrounding the cold room (Tamb) is stochastic

as is the reference (r). The latter is caused by the predictions

of both non-controllable consumption and non-controllable

production being uncertain. We have already seen how the

price (c) can be assumed as deterministic without changing

the solution.

V. RESULTS

In [1] we have demonstrated the significant savings

gained by including controllable consumers in the setup.

Hence, we will only consider the improved ability to handle

uncertainties without unnecessary high costs or severe

violation of constraints.

Using Yalmip [31] we have simulated the scenario described

in the previous section. The constraints on the cold room

temperature and on balancing supply and demand are

formulated as probability constraints and implemented with

SOCP as described in section III. A simulation scenario

is provided in Fig. 2. From the figure it is noted how

the refrigeration system is utilized to balance the power

demand such that extra power is used when it is freely

available and less is used at other times. This is further

elaborated on in [1]. But what is more important for the

(a) Power productions / consumption. P.G. #1 and 2 show the power
productions from the two power plants (blue) and their power set-points
(red). C.R. #1 is power consumption in the cold room.

(b) ”Total Power” shows total power production (blue) versus the reference
consumption (with (black) and without (red) refrigeration). C.R. #1 shows
the temperature in the cold room Tcr and the control signal Te. (Tcr,min,
Tcr,max) and outdoor temperature, T

amb
, are shown with dotted and solid

black respectively.

Fig. 2. Simulation of Power Management scenario. α = 0.5, Hi ∼ N(H̄i, 0.0055
2
), r

k
∼ N(r̄

k
, 0.70712), T

amb
∼ N(T̄

amb
, 1.73212). The shaded

bands show the 95% confidence interval from 10,000 random instances.
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work presented here are the confidence intervals shown

as shaded areas around each of the trajectories. The solid

lines are the expected outcome, while the shaded areas

are created by 10,000 simulations with random instances

of the noise descriptions. The 95% percentile was used

both in the SOCP formulation and for plotting the shaded

areas. It is easily seen how the amount of back-off from the

boundaries is just enough to account for the 95% confidence

interval of the uncertainty descriptions for the system. This

is particular clear in Fig. 2(b), where the total production is

above the total consumption, Tcr stays within the boundaries

specified and Te ≤ Tcr is satisfied. All with 95% probability.

Regarding the uncertainty of the predictions of outdoor

temperature and power demand in a closed-loop scenario, a

variance that increases over the prediction horizon could be

chosen such that the short-term predictions are more certain

than those at the end of the horizon. Furthermore the dis-

turbances could be measured at each time step, minimizing

the uncertainty in the vector of past disturbances to the level

related to doing the measurement.

VI. CONCLUSION

In this paper we have extended our analysis of economic

MPC for a Power Management scheme in which we included

a refrigeration system with thermal storage capabilities as

a controllable power consumer in order to minimize the

total cost. We have presented a novel formulation including

uncertainties from both system models and forecasts in the

framework of probabilistic constraints. Thereby our previous

economic MPC based on linear programming has evolved

into a stochastic economic MPC that can be implemented

as a convex SOCP. The concept was demonstrated in a con-

ceptual case as an efficient way to treat uncertainties in the

system. Therefore, the proposed economic MPC controller

can now be implemented in a realistic scenario with robust

performance guarantees.
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Flexible and Cost Efficient Power Consumption using Economic MPC

A Supermarket Refrigeration Benchmark

Tobias Gybel Hovgaard, Lars F. S. Larsen and John Bagterp Jørgensen

Abstract— Supermarket refrigeration consumes substantial
amounts of energy. However due to the thermal capacity of the
refrigerated goods, parts of the cooling capacity delivered can
be shifted in time without deteriorating the food quality. In this
paper we introduce a novel economic-optimizing MPC scheme
that reduces operating costs by utilizing the thermal storage
capabilities. In the study we specifically address advantages
coming from daily variations in outdoor temperature and
electricity prices but other aspects such as peak load reduction
are also considered. An important contribution of this paper is
also the formulation of a new cost function for our proposed
power management system. This means the refrigeration system
is enabled to contribute with ancillary services to the balancing
power market. Since significant amounts of regulating power
are needed for a higher penetration of intermittent renewable
energy sources such as wind turbines, this feature will be in
high demand in a future intelligent power grid (Smart Grid).
Our perspective is seen from the refrigeration system but, as
we demonstrate, the involvement in the balancing market can
be economically beneficial for the system itself, while delivering
crucial services to the Smart Grid. We simulate the system using
models validated against data from real supermarkets as well
as weather data and spot and regulating power prices from the
Nordic power market.

I. INTRODUCTION

In Denmark around 4500 supermarkets consume more

than 550,000 MWh annually. This corresponds roughly

to 2% of the entire electricity consumption. The installed

cooling capacity equals an electrical wattage ranging from

10 to 200 kW depending on the supermarket size. The

refrigerated goods make up a large capacity in which energy

can be stored in the form of ”coldness”. Due to the simple

hysteresis control policy most commonly used today, a large

unexploited potential for energy and cost reductions exists.

Preliminary investigations have been carried out in [1],

[2], and in this paper we further analyse this in a realistic

setting. Furthermore a novel formulation of the cost function

enables the supermarket refrigeration system to benefit from

the enablement of flexible power consumption.

To obtain an increasing amount of electricity from

intermittent energy sources such as solar and wind, we

must not only control the production of electricity but

also the consumption of electricity in an efficient, flexible

and proactive manner. In contrast to the current rather

centralized power generation system, the future electricity

T. G. Hovgaard and L. F. S. Larsen are with Danfoss
Refrigeration and A/C Controls, DK-6430 Nordborg, Denmark.
{tgh,lars.larsen}@danfoss.com

J. B. Jørgensen is with DTU Informatics, Technical University of Den-
mark, DK-2800 Lyngby, Denmark. jbj@imm.dtu.dk

grid will be a network of a very large number of independent

power generators. The Smart Grid is the future intelligent

electricity grid and is intended to be the smart electrical

infrastructure required to increase the amount of green

energy significantly. The Danish transmission system

operator (TSO) has the following definition of Smart Grids

which we adopt in this work: ”Intelligent electrical systems

that can integrate the behavior and actions of all connected

users - those who produce, those who consume and those

who do both - in order to provide a sustainable, economical

and reliable electricity supply efficiently” [3]. In this paper

we utilize the flexibility of the refrigeration system to offer

ancillary demand response to the power grid as regulating

power. Different means of utilizing demand response have

been investigated in an increasing number of publications

e.g. [4]–[7] for plug-in electrical vehicles and heat pumps

and in general concerning price elasticity in [8].

Our proposed control strategy is an economic optimizing

model predictive controller, economic MPC. Predictive

control for constrained systems has emerged during the last

30 years as one of the most successful methodologies for

control of industrial processes [9] and is increasingly being

considered to control both refrigeration and power systems

[10], [11]. MPC based on optimizing economic objectives

has only recently emerged as a general methodology with

efficient numerical implementations and provable stability

properties [12]–[14]. We have previously introduced

economic MPC in [15] to control a power management

scheme for large power consumers such as supermarket

refrigeration systems. The economic MPC has the ability

to adjust the power consumption profile to the power

supply. The thermal capacity is utilized to shift the load

in time, while keeping the temperatures within certain

bounds. These bounds are chosen such that they have

no impact on food quality. We exploit the fact that the

dynamics of the temperature in the cold room are rather

slow, while the power consumption can be changed rapidly.

Utilizing load shifting capabilities to reduce total energy

consumption has also been described in e.g. [16]–[18]. In

the simulations that will be presented in this paper, we use

models, parameters and temperatures verified against data

logged from real supermarkets, along with electricity prices

from the NordPool spot market.

Our cost function is nonlinear in the control variables

but instead of doing any simplification we have chosen a

nonlinear solver [19] to run the simulations. The proposed
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nonlinear economic MPC algorithm is not tractable for

industrial hardware with limited computational resources.

Hence, the contribution of this paper is to illustrate the

optimal solution and potential of our approach. The study is

therefore suitable for benchmarking future, more appealing

algorithms. However it should be kept in mind, that the

slow dynamics of the system allow for long sample times

and therefore, increased complexity of the controller.

Robustifying against uncertainties in predictions and models

as in [20] also degrades the cost reductions and the study in

this paper is again useful for quantifying this kind of effect.

This paper is organized as follows. Section II describes

the physics and models used for the supermarket refrigeration

systems as well as the thermal storage capabilities. In section

III we formulate the economic MPC controller and in section

IV the calculations needed for regulating power are given.

The scenario for a realistic simulation and the corresponding

results are presented in section V and in section VI we give

conclusions.

II. SUPERMARKET REFRIGERATION

The supermarket refrigeration systems we consider utilize

a vapor compression cycle where a refrigerant is circulated

in a closed loop consisting of a compressor, an expansion

valve and two heat exchangers, an evaporator in the cold

storage room as well as a condenser/gas cooler located in

the surroundings. When the refrigerant evaporates, it absorbs

heat from the cold reservoir which is rejected to the hot

reservoir. The setup is sketched in Fig. 1 with one cold

storage room and one frost room connected to the system.

Usually several cold storage rooms, e.g. display cases, are

connected to a common compressor rack and condensing

unit. Hence, the individual display cases see the same evap-

oration temperature whereas each unit has its own inlet valve

for individual temperature control.

A. Models

The dynamics in the cold room can be described by a

simple energy balance:

mcp
dTcr

dt
= Q̇load − Q̇e (1)

with

Q̇load = (UA)amb−cr · (Tamb − Tcr) (2a)

Q̇e = (UA)cr−e · (Tcr − Te) (2b)

where UA is the heat transfer coefficient and m and cp are

the mass and the specific heat capacity of the refrigerated

goods, respectively. Tamb is the temperature of the ambient

air which puts the heat load on the refrigeration system. The

states and control variables of the system are limited by the

following constraints:

Tcr,min ≤ Tcr ≤ Tcr,max (3a)

0 ≤ Tcr − Te ≤ ∞ (3b)

0 ≤ Q̇e ≤ (UA)cr−e,max · (Tcr − Te) (3c)
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Compressors
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Tamb
Heat load

Fig. 1. Schematic layout of basic refrigeration system.

We define the set Ω as all (Q̇e, Te) that satisfy the system

dynamics (Eq. (1)) and the constraints given in Eq. (3).

The work done by the compressor dominates the power

consumption in the system and can be expressed by the

mass flow of refrigerant (mref ) and the change in energy

content of the refrigerant. Energy content is described by

the enthalpy of the refrigerant at the inlet and at the outlet

of the compressor (hic and hoc respectively). Hereby the

expression in Eq. (4) is given.

Ẇc =
mref · (hoc(Te, Pc)− hic(Te))

ηis(Pc/Pe)
(4)

where the enthalpies depend on the evaporation temperature

and the condensing pressure, as stated. The mass flow can be

determined as the ratio between cooling capacity and change

of enthalpy over the evaporator:

mref =
Q̇e

hoe(Te)− hie(Pc)
(5)

All the enthalpies given here as functions of Te, Pc or both

are non-linear refrigerant dependent functions which can be

calculated e.g. by the software package ”RefEqns” [21].

In the sequel, we adopt the approximation used for Ẇc in

[2], where polynomials are fitted for the enthalpy differences

and the isentropic efficiency, ηis, is assumed constant within

the range of operation. When a frost room is included, an

extra compressor system is usually added between the frost

evaporator and the suction side of the other compressors.

This compressor decreases the evaporation temperature for

the frost part of the system to a lower level. The work in

the frost compressor is similar to what we have already

described, but instead of the condensing temperature, the

frost compressor sees the evaporation temperature for the

cooling part at its outlet. The mass flow through the frost

compressor needs to be added to the flow through the

compressors from the cooling. We use the subscript F to

denote variables related to the frost part.

For the studies in this paper we have collected data from

several supermarkets actually in operation in Denmark. From
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these data, typical parameters such as time constants, heat

loads, temperature ranges and capacities in both individual

display cases and for the overall system have been estimated

for both horizontal display cases, vertical shelving units and

frost rooms. Furthermore the running compressor capacity

has been monitored and from the data sheets the relation to

energy consumption has been found.

B. Thermal Storage

Today, most display cases and cold rooms in supermarkets

are controlled by hysteresis. Thus, maximum cooling is

applied when the cold room temperature reaches an upper

limit and shut off when the lower limit is reached. This

control policy does not exploit the thermal capacity in

the refrigerated mass and energy is consumed when it

is needed instead of when it is more favorable. Several

factors can, however, make it beneficial to shift the

load. These include variations in outdoor temperature,

fluctuating energy prices, times for restocking and night

covers. Obviously several unexploited potentials exist. If

peak loads can be predicted, pre-cooling can be applied

such that the stored coldness helps reduce the demand

at the peak time. Thereby, the entire system might be

dimensioned differently, which saves money both in the

installation phase and during operation. By moving part

of the cooling capacity to the colder night times, overall

energy consumption can be reduced since the work done by

the compressor to obtain a certain evaporation temperature

is dependent on the pressure difference which again

depends on the temperature surrounding the condenser.

In contrast, shifting loads according to fluctuations in

electricity prices actually make the system consume more

energy. Thus, the profitability rests upon the extra heat loss

during periods when extra coldness is stored in the system is

at least counterbalanced by the difference in electricity price.

It is evident from the discussion above that the potential

in load shifting in large part depends on both the thermal

capacity and the differences in electricity prices and outdoor

temperatures. However, the rate of change of these parame-

ters in comparison with the time constants of the cold room

temperatures also plays an important role.

III. ECONOMIC MPC SETUP

A supermarket refrigeration system is influenced by

a number of disturbances that can be predicted to some

degree of certainty over a time horizon into the future.

The controller also has to obey certain constraints for the

systems, while minimizing the cost of operation. Thus, we

find it reasonable to aim at formulating our controller as

an economic optimizing MPC problem. Whereas the cost

function in MPC traditionally penalizes a deviation from

a set-point, our proposed economic MPC directly reflects

the actual costs of operating the plant. This formulation

is tractable for refrigeration systems where we are

interested in keeping the outputs (cold room temperatures)

within certain ranges, while minimizing the cost of doing so.

Like in traditional MPC, we implement the controller in

a receding horizon manner where an optimization problem

over N time steps (our control and prediction horizon) is

solved at each sample. The result is an optimal input se-

quence for the entire horizon out of which only the first step

is implemented. This procedure is repeated at each sample.

The objective function is the cost of operation which in this

case is entirely related to electricity consumption. We do not

aim specifically at minimizing the energy consumption, nor

do we focus on tracking certain temperatures in the cold

rooms. The optimization problem is thus formulated as:

min
(Q̇e,Te)∈Ω

Φ =
N−1
∑

k=0

Cel,kWc(Q̇e,k, Te,k, Ta,k, Tamb,k)

(6a)

Q̇e =
{

Q̇e,k

}N−1

k=0

, Te = {Te,k}
N−1

k=0
(6b)

where Wc(·) is the energy consumption as in section II.

The MPC feedback law is the first move in Eq. (6b).

Often output constraints are soft in MPC but in this

setup constraints on temperatures and capacity are made

hard. In reality one could formulate a cost on cold room

temperatures outside the allowable range related to the

degrading of the food stuff. This cost would then be the

cost on slack variables in a soft constraint. However, firstly

it is not realistic that an owner of a refrigeration system will

damage the food stuff, and secondly, estimating bacteria

growth in refrigerated food is, in itself, a complicated

study. In a stochastic formulation a feasible problem can be

guaranteed using probabilistic constraints.

In the above formulation we assume perfect predictions

and therefore we allow the system to go to any extreme

point within the feasible region. However in reality both

disturbance predictions and models of the systems are subject

to uncertainties that are prone to driving the otherwise

optimal solution of the economic MPC to a very undesirable

solution. For refrigeration systems, such situations could

be too high or too low temperatures in the cold room

damaging the food stuff; emergency shut down of systems

due to maximum capacity being exceeded; penalties for not

fulfilling regulating power agreements or unnecessarily high

operation costs. Consequently we have formulated a robust

economic MPC scheme in [20] using probabilistic constraints

and assumed knowledge of the probability density functions

for stochastic disturbances and impulse response coefficients

of the system models.

IV. FLEXIBLE POWER CONSUMPTION

In order to ensure a sustainable physical balance in the

electricity system, there is a need for regulating power and

various types of spare capacity. Spare capacity is production

capacity or consumption made available in advance to the
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TSO by parties responsible for maintaining balance in the

syste, in return for an availability payment. Various types

of spare capacity exist. These types of capacity differ in

activating velocity, amount and demands for the upholding

period.

With the enablement of flexible consumption in refrigera-

tion systems we are ready to consider other incentives to load

shifting than those already mentioned in section II. In this

section we formulate a framework in which the supermarkets

can participate in the primary reserve (the capacity with

fastest activation and shortest upholding periods).

A. Up regulating power as primary reserve:

Up regulating power is increased production or reduced

consumption. Each player participates with a power amount

(MW) specified on an hourly basis and is paid for making

the power available to the grid (DKK/MW) regardless of

the actual activation. Activation is automatic and linearly

frequency dependent in the range ±200mHz. Activation is

maintained for up to 15 minutes (typically 2-3 minutes) and

must be fully restored after 15 minutes. Even though the

activated power (MW) might be large, the delivered energy

(MWh) is usually small amounts, so a possible change in

spot price during the activation will have almost no effect

on the economy.

Assumption 1: Since the ambient temperature is generally

much higher than the cold room temperature, the small

change in temperature during an activation does not change

the load, Q̇load = UA(Tamb − Tcr) much. Hence, by

assuming that Q̇load = UA(Tamb − Tcr,start) is constant

over the activation period we are almost conservative in the

calculations.

Assumption 2: In steady state Q̇e = Q̇load

Assumption 3: An activation period of maximum 15 min-

utes is relatively short compared to the rate of change in the

disturbances (Outdoor temperature Ta and electricity spot

prices Cel). Thus, the cost of the energy required to reestab-

lish the reserve following an activation is approximately the

same as the amount saved during the activation.

The amount of power available for up regulation is de-

scribed by:

Q̇reg÷ = Q̇e − Q̇15÷ (7)

where Q̇reg÷ is the cooling capacity that can be released as

up regulating power and Q̇15÷ is the cooling need in order

to make Tcr stay below Tcr,max for 15 minutes. During

an activation the temperature in the cold room is:

m · Cp
dTcr

dt
= Q̇load − Q̇15÷ = Q̇reg÷ (8)

Therefore:

m · Cp

∫ Tcr,max

Tcr

dTcr =

∫ 900s

0

Q̇reg÷dt (9)

Q̇reg÷ = (Tcr,max − Tcr)
m · Cp

900s
(10)

For up regulating power there is a potential decrease in

heat loss from the system if the reserve is activated. By

assuming almost linear cold room temperature curves within

the range we are considering for regulating power reserves,

the reduced energy loss during an entire period of activation

and the subsequent re-establishment can be averaged by

Q̇loss÷ = P÷ · α÷ · UA · (Tcr,max − Tcr) (11)

where UA is the overall heat transfer coefficient from the

cold room to surroundings and P÷ is the probability of

being activated (samples where the system is activated as up

regulating power or is re-establishing after an up regulation

versus the total number of samples). We also introduce a

new decision variable α÷ ∈ [0; 1], which is the amount

of available up regulating power that is actually offered to

the grid. Since power cannot be extracted from the stored

coldness we have to introduce a constraint such that the

offered up regulating power is never larger than the actual

power consumption at any point of time.

α÷ · Q̇reg÷ ≤ Q̇e (12)

B. Down regulating power as primary reserve:

Down regulating power is reduced production or increased

consumption. The rules of participation are equal to those

described for up regulating power. The assumptions 1-3 are

still in effect, however assumption 3 is the opposite. Namely

that the cost of extra energy used during an activation equals

the amount that can be saved following the activation.

The system can participate with down regulating power as

given by:

Q̇reg+ = Q̇15+ − Q̇e (13)

where Q̇reg+ is the extra cooling capacity that can be used

as down regulating power and Q̇15+ is the cooling capacity

that makes Tcr go to Tcr,min in 15 minutes. Performing

the same calculations as in Eq. (8)-(9) yields:

Q̇reg+ = (Tcr − Tcr,min)
m · Cp

900s
(14)

As with up regulating power, an activation of the reserve

changes the heat loss from the system. This is not accounted

for in the calculations above. Whereas the original cost

function covers the extra heat loss caused by maintaining

up regulating reserves (a decrease in cold room temperature

and thereby increase in heat loss in time periods with no

activation) there is no extra cost, in terms of heat loss,

related to maintaining down regulating reserves. This cost

only comes into play when activation occurs. Again, we

assume almost linear temperature curves within the range

of interest and the energy loss during an entire period of

activation and subsequent re-establishment can be averaged

by

Q̇loss+ = P+ · α+ · UA · (Tcr − Tcr,min) (15)

where P+ is the probability of being activated. A new

decision variable, α+ ∈ [0; 1], is again introduced describing
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the share of available down regulating power that is actually

offered to the grid. The amount of down regulating power

offered must be bounded such that the sum of current cooling

capacity and that offered for down regulation does not exceed

the maximum capacity of the system. Thus, even on a hot

summer day the following has to be fulfilled:

α+ · Q̇reg+ + Q̇e ≤ Q̇max (16)

C. Cost Function

We are now able to formulate a cost function including

the effects of regulating power:

min
Q̇e,Te,α÷,α+

N
∑

k=0

[

CelkWk((Q̇e,k − Q̇loss÷,k + Q̇loss+,k), (·))

−CupregkWk(α÷,kQ̇reg÷,k, (·))

−CdownregkWk(α+,k · Q̇reg+,k, (·))
]

s.t. (17)

(Q̇e,Te) ∈ Ω

Eq. (12)

Eq. (16)

where ’(·)’ indicates the remaining parameters from Eq.

(6a).

V. RESULTS

In this section we present the conditions used for simulat-

ing a realistic scenario with the supermarket refrigeration

system from section II in a setting where predictions of

electricity prices, regulating power prices as well as outdoor

temperatures exist. We use the economic MPC controller de-

scribed in section III, and for the regulating power scenarios,

the cost function in section IV is employed. Results of the

simulations are presented and discussed.

A. Scenario

For the study in this paper we have chosen a supermarket

refrigeration system with three units attached. This roughly

corresponds in size to between 1/15 to 1/5 of one of the

supermarkets we have been monitoring and the capacity

of the system has been scaled accordingly. The three units

are very different. The shelving unit is usually used for

smaller items like sliced meat and does not hold a very

large mass of food stuff. The heat load is relatively high

due to the large vertical opening to the surroundings. The

chest display case holds larger amounts of e.g. minced

meat and due to the horizontal opening, which also has

a glass cover, the heat load is rather low. The frost room

with insulated walls on all sides has the lowest heat load

and the mass of frozen meat contained is large. For the

frost room an extra compressor is added, lowering the

evaporation temperature to a sufficiently lower level than the

evaporation temperature in the cooling units. All three units

have different demands to temperature, namely [2; 4]◦C for

the shelving unit, [1; 5]◦C for the chest display case and

[−25;−15]◦C for the frost room. The models were validated

with running supermarkets in Denmark in January 2011.

Electricity prices were downloaded from NordPool’s hourly

el-spot price for a period of one month. There is a clear

trend in these data for each 24-hour period. Therefore, for

each hour of the day, the average has been found and this

24-hour signal was used for the electricity price. The same

was done with the availability payment for regulating power.

Temperature readings from Danish Meteorological

Institute covering the same period were obtained. It has

been found that by low pass filtering and detrending these

data, the intra-day variations can be closely approximated

by a sinusoid with a 24-hour period and a phase shift such

that it peaks a couple of hours after noon. The amplitude

for this period has been chosen to 3◦C.

We divide our simulations into two scenarios. One that

illustrates the effect of variations in electricity prices and

temperatures, and one that shows how regulating power

services can be offered. Simulations are performed over at

least 24 hours. An issue with MPC is that the long prediction

horizons tend to make the problems computationally hard.

However, due to the slow dynamics of the refrigeration

system, we have chosen a sampling time of 32 minutes. Thus

a prediction horizon of 16 hours is implemented with just

N = 30 samples.

B. Simulation

Fig. 2 shows the simulated refrigeration system using

the predicted outdoor temperature and electricity price to

optimize the cost. The amplitude of the electricity price

has been multiplied by four to better illustrate the effect

and to reflect a scenario with variable taxes instead of

the flat rate fees seen today. This is discussed in the next

section. In this case the cost savings amount to 32%. If the

original electricity price is used, less change in cold room

temperatures can be observed and the cost savings amount

to 9% in this case. With three quarters of the electricity

price paid in Denmark today being flat rate taxes and fees,

saving 9% on the spot price corresponds to 2.25% of the

entire electricity bill. If we are only exploiting the variations

in outdoor temperature, the economic MPC control scheme

saves around 2% of the energy consumption.

In Fig. 3 the effect of participating in the power balancing

market is simulated for a selected scenario of availability

payments. In this simulation the outdoor temperature is

assumed constant in order to illustrate the effect of avail-

ability payments for regulation power versus the electricity

spot price as clearly as possible. This simulation reveals

an additional saving of up to 70% compared to the case

where only the electricity spot price is used for optimization

(approximately 30% for up regulation only).

C. Discussion

From the results illustrated in Fig. 2 we can conclude that

the proposed economic MPC scheme has a positive effect
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Fig. 2. Simulation showing how variations in outdoor temperature and electricity prices are exploited by utilization of thermal storage.

on the costs related to operating the supermarket. Variations

in outdoor temperature are utilized to minimize power

consumption, whereas exploiting variations in electricity

prices tends to increase overall power consumption but at a

lower cost. In Fig. 2 the amplitude of the electricity price

has been multiplied by four to illustrate the increase in effect

gained by the power management. Today the dominant

part of the price paid for electricity consists of taxes and

connection fees, which are all paid as flat rate charges

per MWh. This blurs the price signals from the market

to the users and reduces the incentives to react to such

signals. Hence, the simulation shown above with four-times

amplitude on the el-spot price is an attempt to model a

situation where the taxes and other fees are charged as a

percentage of the actual el-spot price. This would result in

a magnification instead of a smoothing of the market signals.

Obviously the flexibility is drastically reduced if the

system is running near its maximum capacity just to keep

the temperatures below the maximum limits on a hot

summer day. It is not possible to increase consumption,

whether it be for storing coldness or for down regulation

due to the maximum capacity; nor is it possible to decrease

consumption, since this would violate the temperature

demands in the cold rooms. This situation leads to a trade-

off between saving by dimensioning a smaller system when

peak loads can be reduced as described in section II and

savings related to flexible consumption and regulating power.

Participating in the balancing power market also seems to

be beneficial for both the power system and the supermarkets

if we consider the simulation in Fig. 3. At least at the time

of the year/day where extra capacity is available and the

availability payment is sufficiently high. The availability

payments are observed to vary more from day to day

than the spot prices. Hence, the simulation presented in

this paper is just for a selected scenario. However a large

potential saving has been found, meaning that there is

room for deviations from the simulated scenario without

ruining the business case of participating with regulating

power. Furthermore it is estimated from the simulations

that a supermarket can offer at least 20% of its capacity as

regulating power (except at the peak load days of the year).

Currently the peak demand in Denmark for primary reserves

is around 60MW. With an average supermarket offering

about 20 percent of its capacity, approximately 75 percent

of the total needs for primary reserves could be provided by

supermarkets. A single supermarket is not able to participate

with sufficient capacities to place bids on the balancing

market, however aggregation of e.g. chains of shops would

be an obvious solution. With an increasing penetration of

intermittent wind energy, the value of regulating reserves

is expected to increase [22]. Thus, not only the need for

regulating power but also the incentives to participate in the

regulating power market increase.

VI. CONCLUSION

We have presented a power management scheme for a

supermarket refrigeration system and demonstrated how an

economic MPC control policy can reduce operating costs

of the system. Models, parameters and other quantities used

have been verified and are to scale with realistic scenarios

in Denmark. Using a nonlinear MPC solver for our problem

we illustrated that significant savings of up to 9-32% can

be achieved by utilizing thermal storage capacities together

with predictions of varying loads and energy prices. A novel

formulation of the cost function flexibilities in the power

consumption also revealed a potential for participating in the
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Fig. 3. Simulation showing how the flexible consumption is utilized for offering regulating power to the balancing market. The cold room temperatures
for an optimization utilizing only the electricity spot price over the same period are shown to illustrate the difference.

balancing power market with remarkable cost reductions of

up to 70% as the result. The results are especially valuable

for proving the concept and the new cost function in a

realistic setting, but they are also useful for benchmarking

future algorithms that might include computational simplifi-

cations and/or implementation of robustifying means in the

economic MPC formulation.
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Analyzing Control Challenges for Thermal Energy Storage in Foodstuffs

Tobias Gybel Hovgaard, Lars F. S. Larsen, Morten J. Skovrup, and John Bagterp Jørgensen

Abstract— We consider two important challenges that arise
when thermal energy is to be stored in foodstuffs. We have
previously introduced economic optimizing MPC schemes that
both reduce operating costs and offer flexible power con-
sumption in a future Smart Grid. The goal is to utilize the
thermal capacity of refrigerated goods in a supermarket to
shift the load of the system in time without deteriorating
the quality of the foodstuffs. The analyses in this paper go
before closing any control loops. In the first part, we introduce
and validate a new model with which we can estimate the
actual temperatures of refrigerated goods from available air
temperature measurements. This is based on data obtained
from a dedicated experiment. Since limits are specified for food
temperatures, the estimate is essential for full exploitation of
the thermal potential. Secondly, the thermal properties, shapes
and sizes of different foodstuffs make them behave differently
when exposed to changes in air temperature. We present a novel
analysis based on Biot and Fourier numbers for the different
foodstuffs. This provides a valuable tool for determining how
different items can be utilized in load-shifting schemes on
different timescales and for estimating maximum energy storage
time. The results are shown for a large range of parameters,
and with specific calculations for selected foodstuff items.

NOMENCLATURE

Q̇ Energy flow (W )
M Mass (kg)
ṁ Mass flow (kg (dry air)/s)
T Temperature (◦C)
∆T Temperature difference (K)
P Pressure (Pa)
Cp Specific heat capacity (J/(kg ·K))
UA Overall heat transfer coefficient (J/K)
lsh Relative length of superheat zone

I Enthalpy of humid air (J/kg (dry air))
RH Relative humidity (%)
x Absolute humidity (kg/kg (dry air))
h Enthalpy (J/kg)
∆hlg Latent heat (J/kg)
λ Thermal conductivity (W/(m ·K))
ρ Density (kg/m3)
hext Surface heat transfer coefficient (W/(K ·m2))
Subscripts:

e Evaporation c Condensing

amb Ambient air Dry air
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re f Refrigerant in f ilt Infiltration

sens Sensible lat Latent

sh Superheat sur f Surface

ex Exchanged

I. INTRODUCTION

In Denmark, around 4500 supermarkets consume more

than 550,000 MWh annually. This corresponds roughly to

2% of the entire electricity consumption in Denmark. The

capacity for energy storage in the refrigerated goods is not

exploited by the thermostat (hysteresis) control policy used

today and a large potential for energy and cost reductions

exits. Preliminary investigations have been carried out in

[1]–[4]. However, accurate estimation of the temperature

behavior and distribution in the refrigerated foodstuffs is

needed in order to take such simulation studies closer to

the challenges seen in an actual supermarket.

A major challenge when exploiting thermal capacity in

refrigerated goods is that the temperature of the goods is not

normally measured in a supermarket setting. Only air temper-

atures at the inlets and outlets of the display case are known.

However, quality demands, and therefore also temperature

ranges, are specified for the foodstuffs. Since the dynamics

of larger food items like milk or ground meat packages are

much slower than the dynamics of the surrounding air, a

substantial share of the potential in thermal energy storage

is lost, if we cannot estimate the actual temperatures of the

goods. In this paper, we present a model of the display case

that links food temperatures to the measurements available.

Different goals can be achieved by applying, e.g., eco-

nomic model predictive control (MPC) strategies for shifting

the load of supermarket refrigeration systems: Energy con-

sumption can be minimized by shifting loads to periods with

lower outdoor temperatures. Equipment can be dimensioned

smaller or operated at more efficient levels by reducing peak

loads. Expenditure on power can be reduced by utilizing

varying electricity prices, and by participation in a Smart

Grid, the system can be rewarded for its flexibility while

delivering crucial services to a power grid with increasing

amounts of fluctuating renewable energy sources. This is

further discussed in [2], [3], [5]. As shown in our previous

work load shifting strategies can be beneficial on different

time scales. Participation in the primary regulating power

market is mostly on a 15-minute timescale. Peak avoidance

and/or utilization of short term variations in electricity prices

might call for load shifts of around 2 hours, while day/night

variations of both weather and prices work on a timescale of

up to 12 hours. Depending on the timescale, energy storage

potential is not directly given by the thermal mass in a
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Fig. 1. Refrigerated display case with indications of energy flows,
measurements and defined control volumes for air temperatures.

refrigerated display case. Since only fractions of the stored

mass might be affected by the changes in temperature, we

introduce the term “active thermal mass”. The relevance

of applying load shifting strategies on the aforementioned

timescales depends on the active thermal mass for a specific

item. We analyze this for different types of foodstuffs.

II. SYSTEM DESCRIPTION

The system is a refrigerated display case with a horizontal

opening at the top. It is depicted in Fig. 1. Foodstuffs are

stacked inside the case where it is kept refrigerated by a

“curtain” of cold air flowing between inlets and outlets on

either side of the display case. The foodstuffs are hereby

separated from the surroundings, and since we disregard

any heat transfer by radiation from e.g. light sources in

the room, we can assume that heat transfer to/from the

foodstuffs only occurs to/from the air curtain. A heat load

from the surroundings affects the air curtain both by simple

conduction and by infiltration of a degree of ambient air

which unavoidably gets mixed into the air stream. The

air is circulated by a fan from the air curtain, through a

heat exchanger (evaporator) underneath the storage room,

and back to the air curtain. In the heat exchanger, heat is

removed from the air by evaporation of a refrigerant. The

evaporation temperature (Te) and the opening degree (OD)
of an expansion valve at the inlet can be controlled. The

superheat temperature is a measure of the distance from the

liquid/vapor front to the end of the evaporator, and often an

inner loop for superheat control is established. Hence, the

set-point of the superheat controller can be considered as a

control input instead of the opening degree of the valve.

A. Data set

The data set was collected in the refrigeration lab at

Danfoss A/S, Denmark, from a setup using a horizontal

2.5x1.5m supermarket display case. The measured variables

(indicated on Fig. 1) are those normally measured in a

real supermarket setting; Tair,in, Tair,out , Te, ∆Tsh, Tamb, OD,

and Pc with the addition of two sensors for temperature of

the goods; Tsur f and Tcore, surface and core temperatures

respectively. Canisters filled with ethylenglycol were used

to simulate goods instead of actual foodstuffs. A picture

Fig. 2. The experiment setup in the lab.

of the setup is seen in Fig. 2. As is the case in most

supermarkets, temperature control was done by hysteresis

using the temperature of the air flow out of the display case

with defined upper and lower limits. Since no foodstuffs

could be damaged in this experiment, more variation in the

temperature than what is normally possible in a supermarket

was allowed. The data were sampled every Ts = 5 seconds

(which is relatively fast compared to the slow dynamics of

the system) and pre-processed with a moving average, low-

pass filter. According to the specifications of the sensors, the

measurements can have a constant offset of up to 0.5K.

B. Assumptions

In order to formulate the equations in the next section we

need to make some assumptions.

• We define two control volumes for the areas surrounding

the measured air temperatures. These areas are shown

with blue and red dotted lines on Fig. 1. Within each

of these volumes, we assume uniform temperatures.

• We scale the cooling energy in the evaporator according

to manufacturer’s knowledge of maximal capacity. In

this case: Q̇e,max ≈ 0.7kW/m ·1.8m = 1260W .

• According to [6] the load on a horizontal display case

without covers is typically divided so that 75% is due

to infiltration of ambient air while the remaining 25%

(neglecting radiation) is due to conduction. We adopt

this ratio here.

• It is assumed that the relative humidity in the lab

environment remains constant at 50%. Furthermore, we

assume that the relative humidity is approximately 95%

in the air flow after the evaporator since the saturation

temperature is normally reached such that water is

condensed from the air.

• The inner control loop is much faster than the dynamics

we are trying to estimate. Thus, it is neglected in the

model of the system.

C. Model

Before we apply a grey-box identification technique, the

differential equations governing the system dynamics are es-

tablished. We have chosen four states, namely Tair,in, Tair,out ,
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Tsur f and Tcore, and by setting up the energy balances we get

(1)-(4).

Mair,1Cpair

dTair,in

dt
= ṁair · (I(Tair,out ,RHout)−

I(Tair,in,95%))− Q̇sens (1)

Mair,2Cpair

dTair,out

dt
= ṁair · (I(Tair,in,95%)−

I(Tair,out ,RHout))+

Q̇load + Q̇in f ilt + Q̇ f ood (2)

Msur fCp f ood

dTsur f

dt
= Q̇sur f−core − Q̇ f ood (3)

McoreCp f ood

dTcore

dt
=−Q̇sur f−core (4)

Some of the energy flows are given by Newton’s law of

convection:

Q̇load =UAamb · (Tamb −Tair,out) (5)

Q̇ f ood =UA f ood ·
(

Tsur f −Tair,out

)

(6)

Q̇sur f−core =UAsur f−core ·
(

Tcore −Tsur f

)

(7)

The energy contribution due to infiltration is given by:

Q̇in f ilt = ṁex · (I(Tamb,50%)− I(Tair,out ,95%)) (8)

For the cooling capacity from the evaporator we have

chosen the ε-NTU method which is generally accepted for

heat exchanger modeling [7]. Here we assume that the

method adopts to humid air.

Q̇e = Q̇sens + Q̇lat

= ṁair (I(Tair,out ,RHout)− I(Te,100%)) · ε (9)

ε = 1− exp(−NTU) (10)

NTU =
UAevap · (1− lSH)

ṁairCpair

(11)

where Q̇sens is the amount of energy that goes to cooling the

air flow, while the energy used for condensing water out of

the air is given by:

Q̇lat = ṁair · (xair,out − xair,in) ·∆hlg (12)

xair,out = xair,in +
ṁex

ṁair

· (xamb − xair,in) (13)

For calculating the relative length of the superheat zone, we

adopt the following equations from [8]:

lSH =− ln

(

1−
TSH

Tair,out −Te

)

ṁre fCpre f

UASH

(14)

ṁre f = ṁair

I(Tair,out ,RHout)− I(Tair,in,95%)

hout −hin

(15)

hout = HT P(Tre f ,out ,Te), hin = HBub(Pc)

where the functions HT P and HBub are nonlinear, refriger-

ant dependent functions that can be calculated using e.g. the

software RefEqns [9]. Additional equations for calculating

relative and absolute humidity and enthalpy of humid air are

given in [10].

D. Parameters

For the system identification problem based on the equa-

tions described in the previous sections, the following pa-

rameters are included.

Measured inputs: Tsh, Te, Tamb, Pc.

Measured outputs: Tair,in, Tair,out , Tsur f , Tcore.

Assumed known: ṁair, Cpair, Cp f ood , Cpre f .

where ṁair is derived from knowledge of the maximum

evaporator capacity, as will be shown later.

To be estimated:

UASH , UAevap, UAamb, UA f ood , UAsur f−core,

Mair,1, Mair2, Msur f , Mcore, ṁex,

o f f set1 o f f set2 o f f set3

where UAamb and ṁex only can be estimated uniquely if the

relationship between Q̇load and Q̇in f ilt is known. The three

offsets are used to correct for constant errors in the sensors.

III. SYSTEM IDENTIFICATION

We identify the unknown variables in order to determine

the relationship between input/output variables and the food

temperatures. The estimation is done in steps for sub-parts

of the entire system in order to simplify the calculations and

to ensure identifiability.

First, the subsystem consisting of (1)-(2) and the

relevant energy equations is considered. This system

has the outputs/states {Tair,in,Tair,out} and the inputs

{Tsh,Te,Tamb,Pc,Tsur f }. We use the assumption of maximum

cooling capacity and (9) to estimate the mass flow of

air circulating in the display case. This results in ṁair =
0.175kg/s. The cooling capacity Q̇e is a non-linear function,

so we take a non-linear approach using idnlgrey from

the System Identification Toolbox in Matlab [11]. Regarding

UAamb and ṁex we fix e.g. UAamb = 1 initially. Then we

get an estimate of ṁex and, with the knowledge about the

relationship between Q̇load and Q̇in f ilt , a new guess on UAamb

is found. By repeating this a couple of times, values with a

good fit and with the correct ratio can be estimated. Next, the

system with Tsur f as the only output/state and the inputs Tair,2

and Tcore is estimated in the same manner keeping the already

identified parameters fixed. The remaining parameters are

found from the system with Tcore as the only output/state

and with Tsur f as input. The resulting parameters are given

in Table I.

In e.g. [12], a finite volume method like the one used for

the analysis in section IV is compared to a foodstuff model

with only a core and surface layer, and it is found that only

a small error occurs for most ranges of the parameters.

A. Analysis and Validation

The parameters are validated qualitatively, and a few

observations are easily made. All the estimated offsets are

within the 0.5K tolerance range specified for the sensors. The

masses of surface and core parts of the goods correspond to

40 and 122 liters respectively, which seem realistic for our

experiment. The mass of air in the display case (Tair,2) is,
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TABLE I

IDENTIFIED PARAMETERS

ṁair 0.175 kg/s

Cpair 1012 J/(kg ·K)
Cp f ood 2200 J/(kg ·K)
Cpre f 1348 J/(kg ·K)

UASH 2.94 J/K

UAevap 93.66 J/K

UAamb 10.48 J/K

UA f ood 14.45 J/K

UAsur f−core 206.34 J/K

Mair,1 2.18 kg

Mair,2 66.10 kg

Msur f 45.33 kg

Mcore 136 kg

ṁex 0.0023 kg/s

o f f set1 -0.29 K

o f f set2 0.35 K

o f f set3 0.14 K
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Fig. 3. Comparison of simulated data versus measured data for the test
data set. Duration is approximately 5.3 hours.

however, much larger than what can possibly be contained

in the display case. But we are aware of several unmodeled

effects such as heat capacities in the metal walls. By not

including these effects explicitly in the model, the mass of

air must account for them, and since the heat capacity and

density of metal are much larger than those of air, rather large

amounts of air are needed to compensate. The amount of air

exchanged with the surroundings is a little less than 2% of

the circulated mass flow which also seems reasonable. The

sum of the delivered cooling capacity can be compared to

the sum of conduction load, infiltration load and exchanged

energy with the goods. For the training set, this ratio is 0.96,

which is reasonably close to 1.

Fig. 3 shows the identified model versus a validation data

set, and it is noted that the identified model captures the

dynamics of the system quite well.

IV. ENERGY POTENTIAL IN FOODSTUFFS

We investigate the temperature distribution inside the

refrigerated foodstuff by assuming that the foodstuff in

question can be compared to a ball that is divided into a

finite number of shells. For each shell, the energy balance

is formulated by (16)-(18) following the procedure in [12].

n ∈ {1,2, . . . ,N} is the shell number from the center and out,

and R is the radius of the ball. The inner shell is shaped like

a ball. Hence, for n = 1:

ρ ·V1 ·Cp ·
dT1

dt
=

λ

∆r
·A1 · (T2 −T1) (16)

V1 =
4

3
π ·∆r3, A1 = 4π ·∆r2, ∆r =

R

N

For n ∈ {2, . . . ,N −1}, the shell is shaped like a sphere for

which:

ρ ·Vn ·Cp ·
dTn

dt
=

λ

∆r
(An−1 · (Tn−1 −Tn)+An · (Tn+1 −Tn))

(17)

Vn =
4

3
π ·

(

(

n ·R

N

)3

−

(

(n−1) ·R

N

)3
)

, An = 4π ·

(

n ·R

N

)2

For the outer shell, the boundary condition to the surrounding

air applies. Hence:

ρ ·VN ·Cp ·
dTN

dt
=

λ

∆r
·AN−1 · (TN−1 −TN)

−hext ·AN · (Tsur f −Tair) (18)

Tsur f =
λ

0.5·∆r
·TN +hext ·Tamb

λ

0.5·∆r
+hext

Eq. (16)-(18) leads to a dynamic state for each shell in the

model. It was found that 10 layers are sufficient for the

average size of foodstuff. In addition, we added an extra

state, E, integrating the heat flux in and out of the surface

layer. By simple frequency analysis of this linear model

(from Tair to E), it is seen how much energy that can be

stored in the specific foodstuff at a specific frequency. We

found that the response is very similar to a first order system

with a flat DC-gain up to a certain cut-off frequency where

it declines for increasing frequencies, until it flattens out

at zero gain for very high frequencies. Interpreting this in

the context of a layered food model, the DC-gain is the

energy stored in an item when its entire mass has taken

on the same temperature as the surrounding air, per Kelvin

change in air temperature. For higher frequencies, the air

temperature changes faster than the inner shell temperature

can follow, and the temperature of the item is a function of

depth from the surface. Thus, only a fraction of the item’s

mass is activated for energy storage.

The load-shifting potential is also limited from below on

the frequency scale. Even though the entire mass is activated

there is a limit to how long the temperature of the outer

shell will remain below its upper limit. Therefore, it does

not make sense to use the DC-gain as an indicator of the

potential on very long timescales. The stored energy will

simply disappear from the food item before the time it was
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stored for. Using the system from (16)-(18), we can set up

the model from Tair to TN (the outer layer that will violate

the upper temperature limit first). The 99% rise time of a

step response for this system is then used as the upper limit

for the time we are able to shift the load for a particular

item.

For calculations on a selection of different foodstuffs we

have used thermal properties from the data and studies in

[13]–[15]. The investigated foodstuffs are: 1-L cow’s milk,

500-g of ground beef both refrigerated and frozen, 1-kg

frozen solid meat, 50-g of sliced ham, 1-kg frozen vegetables,

2-L fruit juice, a frozen chicken, a fresh egg and 100-L milk

tightly packed in a rack.

The solutions to energy storage potential and maximum

storage time can be uniquely described by two numbers, the

Biot (Bi) number (the ratio of the heat transfer resistances

inside and at the surface of a body) and the Fourier (Fo)

number (the ratio of the heat conduction rate to the rate of

thermal energy storage). These are defined as:

Bi =
h ·R

λ
(19)

Fo =
λ · t

ρ ·Cp ·R2
(20)

In (20) and onwards t is used for the characteristic time

which we here use as the load-shifting time, or the time

from minimum to peak (half a period) for a sinusoid.

A. Results

By sweeping reasonable ranges for the thermal properties,

item sizes and characteristic times, the frequency and rise

time analyses mentioned are performed for a range of

Biot-Fourier combinations. The energy storage potential for

each combination of parameters is found by selecting the

magnitude corresponding to the frequency ω = 1
2·t

2πrad/s,

where t is the characteristic time. The result is normalized by

maximum potential (ρ ·Cp ·V ) to get a value between 0 and

1. The rise time is calculated from a step response for each

combination of parameters and multiplied by Fo/t in order to

be converted to a Fourier number. The result is given in Fig.

4 where the contours are active thermal mass as a fraction of

total available thermal mass per degree temperature change

in the surrounding air. We also indicate the maximum time

period for energy storage in the figure.

In Fig. 4 the locations of the 10 different types of

foodstuffs are shown by dotted horizontal lines. For each

of the chosen items the Biot number is constant, whereas

the Fourier number depends on the time.

For each food item and for each of the three timescales

the energy storage potential (ESP) is found by reading the

active thermal mass ratio from the plot and multiplying by

total energy potential (ρ ·Cp ·V ) for that item. The results

are shown in Table II sorted by Biot number. The rise times

for the outer shell are given in hours in the table. From the

results in table II we observe how different foodstuffs are

suitable for energy storage on different timescales and how

some items, e.g. a frozen chicken, are not suitable for 12-

hour load shifting. This might be a surprising result. Frozen

vegetables and fresh eggs can utilize quite large portions of

their potential on the two shortest timescales, while milk,

fruit juice and refrigerated ground beef seem to be better

suited for energy storage on longer timescales. In this study

milk is the only item we have considered as both a single

item and as a tightly packed number of items. This, of course,

can be done for all other types of foodstuffs that are normally

packed in a display case by changing the size appropriately.

As seen for milk. this drastically extends the period for which

the potential can be utilized; however, on the other hand,

it severely decreases the fraction of total potential on the

shorter timescales.

B. Other Considerations

A few additional factors other than those analyzed in this

paper will affect the energy storage potential that can be

utilized in load-shifting strategies. One such factor is the

duty cycle of the respective display case inlet valve. If the

heat load on the display case is almost equal to the maximum

available cooling capacity, the average on-time will be high,

meaning that there is only a limited freedom for load shifting

regardless of the potential in the goods. As the results in

the previous section are calculated per mass unit and per

degree change in air temperature, the actual potential greatly

depends on both the amount of the foodstuff normally kept

in a display case, how it is packed and the specific range

of allowable temperatures for preserving the food quality.

Finally, the rise time as indicator of maximum storage time

used in this paper is only valid if the air temperature is

changed to the upper limit of allowable temperatures. If,

instead, it is changed to the temperature of the surroundings,

the rise time should be calculated as a smaller fraction of

the step size.

V. CONCLUSIONS

We have established an important relationship between

measured variables in a supermarket refrigeration system and

the food temperatures that are in play when applying thermal

energy storage strategies. This enables a higher degree of

utilization of storage potential. In addition, we investigated

the thermal properties of different foodstuffs and the link

to their temperature distributions. Thereby, we introduced

the “active thermal mass”, which is an important measure

of energy storage potential. Our analysis linked the Biot and

Fourier numbers of food items to both “active thermal mass”

and maximum energy storage time. The main findings in Fig.

4 show how most food items are appropriate for time shifting

within 2 hours, and that a few food items can be used for

almost 12-hour load shifts.
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TABLE II

ENERGY STORAGE POTENTIAL FOR DIFFERENT FOODSTUFFS, SORTED BY BIOT NUMBER, AT DIFFERENT TIMESCALES. ENERGIES ARE IN J/K .

Symbol Food item ρ ·Cp ·V ESP, 15 min ESP, 2 hours ESP, 12 hours Rise time (h)

+ 50-g ham 121 11 75 NA 3.8

◦ 500-g ground beef, frozen 850 76 486 NA 4.5

∗ 1-kg solid meat, frozen 1,729 167 1,034 NA 4.1

♦ Fresh egg 183 25 128 NA 3.3

× Whole chicken, frozen 5,928 414 2.881 NA 6.1

� 500-g ground beef 1,569 79 513 1,397 9.9

▽ 1-L cow’s milk 3,917 157 1,124 3,408 11.1

⋆ 1-kg vegetables, frost 1,494 356 1,267 NA 2.3

△ 2-L fruit juice 7,710 463 2,544 6,862 9.3

• 100-L milk in rack 400,876 4,009 20,044 88,193 96.9
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Abstract: We consider the control of a commercial multi-zone refrigeration system, consisting
of several cooling units that share a common compressor. The goal is to minimize the total
energy cost, using real-time electricity prices, while obeying temperature constraints on the
zones. We propose a variation on model predictive control to achieve this goal. When the right
variables are used, the dynamics of the system are linear, and the constraints are convex. The
cost function, however, is nonconvex. To handle this nonconvexity we propose a sequential
convex optimization method, which typically converges in fewer than 5 or so iterations. We
employ a fast convex quadratic programming solver to carry out the iterations, which is more
than fast enough to run in real-time. We demonstrate our method on a realistic model, with a
full year simulation, using real historical data. These simulations show substantial cost savings,
and reveal how the method exhibits sophisticated response to real-time variations in electricity
prices. This demand response is critical to help balance real-time uncertainties associated with
large penetration of intermittent renewable energy sources in a future smart grid.

Keywords: Predictive Control, Optimization, Nonlinear Control, Smart Power Applications.

1. INTRODUCTION

To obtain an increasing amount of electricity from inter-
mittent energy sources such as solar and wind, we must
not only control the production of electricity, but also the
consumption, in an efficient, flexible and proactive manner.
The smart grid will be the future intelligent electricity grid
that incorporates this. The Danish transmission system
operator (TSO) defines it as: “Intelligent electrical systems
that can integrate the behavior and actions of all con-
nected users—those who produce, those who consume and
those who do both—to provide a sustainable, economical
and reliable electricity supply efficiently” (Energinet.dk,
2011).

In Denmark around 4500 supermarkets consume more
than 550,000 MWh annually. This corresponds roughly to
2% of the entire electricity consumption in the country.
Refrigerated goods constitute a large capacity in which
energy can be stored in the form of ’coldness’. As this is
not exploited by the thermostat (hysteresis) control policy
most commonly used today, we propose an economic opti-
mizing model predictive controller, economic MPC, to ad-
dress this. MPC based on optimizing economic objectives
has only recently emerged as a general methodology with
efficient numerical implementations and provable stability
properties (Diehl et al., 2011; Angeli et al., 2011) and in,
e.g., Hovgaard et al. (2012a) we demonstrated its capabil-
ity to minimize the total cost of energy for a commercial
refrigeration system while enabling it to participate in

demand response schemes. The economic MPC has the
ability to choose the optimal cooling strategy by utilizing
the thermal capacity to shift the consumption in time,
while keeping the temperatures within certain bounds.

An underlying challenge in applying MPC to vapor
compression refrigeration systems is that the classical
thermodynamics models are quite complex, and include
many nonlinearities. One approach, called nonlinear MPC
(NMPC), is to accept the optimization problem to be
solved as nonlinear and nonconvex, and use generic non-
linear optimization methods, such as sequential quadratic
programming (SQP) (Boggs and Tolle, 1995). This is the
approach taken in Hovgaard et al. (2012a), which used
ACADO (Houska et al., 2010), a generic nonlinear optimal
control code, to solve the optimization problems. NMPC
is widely used in the chemical process industry (see, e.g.,
Biegler (2009)) but in general it requires special attention
to ensure (local) convergence, and the computational com-
plexity can be prohibitively high. Our method differs from
NMPC: Instead of a generic SQP (or other) method, we
use a a sequential convex programming (SCP) method, in
which the objective is approximated by a convex function
in each iteration; the convex parts are preserved, giving us
the speed and reliability of solvers for convex optimization
(Boyd and Vandenberghe, 2004). Our method, like SQP,
involves the solution of a sequence of (convex) quadratic
programs (QPs), but differs very much in how the QPs
are formed. In SQP, an approximation to the Lagrangian
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of the problem is used; the linearization required in each
step can end up dominating the computation (Dinh et al.,
2011). In our SCP method, the convexification step is quite
straightforward. We use the tool CVXGEN (Mattingley
and Boyd, 2012) to generate fast custom solvers for the
QPs that arise in our method, achieving solution times
measured in milliseconds.

We show careful numerical simulations on a realistic su-
permarket refrigeration system using prediction models
for outdoor temperatures and real-time electricity prices
based on actual data. CVXGEN transforms the original
optimization problem into a standard form quadratic pro-
gram that solves in a couple of milliseconds. This extreme
speed allows us to carry out a simulation for a full year
with 15-minute increments in around 4 minutes on a single-
core processor. The results are quite interesting too. Im-
mediately we see cost savings in the order of 30%. We show
that our MPC controller exhibits a sophisticated form of
demand response to prices, reducing consumption when
the prices are high and pre-cooling when prices are low.
Further details and results are provided in Hovgaard et al.
(2012b).

Several publications have reported the use of NMPC
to control refrigeration systems. See, e.g., Leducq et al.
(2006); Elliott and Rasmussen (2008); Sonntag et al.
(2008). Predictive control for energy cost reductions in
vapor compression cycles have to some extend been in-
vestigated for building temperature regulation too. Old-
ewurtel et al. (2010); Ma et al. (2012b,a) all use weather
predictions or time of use pricing to optimize the energy
efficiency. However, most of these confine themselves to
simple descriptions of the energy consumption, disregard-
ing the interdependency of the control variables and the
efficiency. Ma and Borrelli (2012) uses sequential quadratic
programming (SQP) to solve this problem. These methods
yield long computational times, e.g., starting from 10–13
seconds per step on a 3.00GHz dual-core processor. For
general reviews of the use of thermal storage and for the
importance of MPC in demand response schemes see, e.g.,
Camacho et al. (2011); Arteconi et al. (2012). The need
for computationally efficient optimization in MPC applied
to systems with either fast sampling or limited compu-
tational resources is considered in an increasing num-
ber of publications such as Diehl et al. (2002); Zeilinger
et al. (2008); Diehl et al. (2009); Wang and Boyd (2010).
Embedded convex optimization applications have recently
become more available to non-experts by the introduction
of the automatic code generator CVXGEN (Mattingley
and Boyd, 2012).

2. COMMERCIAL REFRIGERATION

In this section we describe the dynamic model of a com-
mercial multi-zone refrigeration system. Such systems can
include supermarkets, warehouses, or air-conditioning.

2.1 Model

The model describes a system with multiple cold rooms in
which a certain temperature for the stored foodstuff has to
be maintained. We describe the temperature dynamics and
the energy cost of the system using SI units throughout.

The refrigeration system considered utilizes a vapor com-
pression cycle in which a refrigerant circulates in a closed
loop consisting of a compressor, an expansion valve and
two heat exchangers, an evaporator in the cold storage
room, as well as a condenser/gas cooler located in the
surroundings. When the refrigerant evaporates, it absorbs
heat from the cold reservoir which is rejected to the hot
reservoir. To sustain these heat transfers, the evaporation
temperature Te(t) has to be lower than the temperature
in the cold reservoir Tair(t) and the condensation temper-
ature has to be higher than the temperature at the hot
reservoir Ta(t). Low pressure refrigerant, with the pressure
Pe(t), from the outlet of the evaporator is compressed in
the compressors to a high pressure Pc(t) at the inlet to the
condenser to increase the saturation temperature. In these
expressions t denotes time. To lighten notation, we will
drop the time argument (t) in time-dependent functions in
the sequel. The setup is sketched in Fig. 1, with one cold
storage room and one frost room connected to the system.
Usually, several cold storage rooms, e.g., display cases,
connect to a common compressor rack and condensing
unit. Because of this, the individual display cases see the
same evaporation temperature; whereas each unit has its
own inlet valve for individual temperature control.

2.2 Temperature dynamics

We use a first principles model and describe the dynamics
in the cold room by simple energy balances. The temper-
ature of the foodstuff is denoted by Tfood(t) and satisfies
the differential equation,

mfoodcp,food
dTfood

dt
= Q̇food−air, (1)

where Q̇food−air(t) is the energy flow from the air in the
cold room to the foodstuff,mfood is the (assumed constant)
mass of food, and cp,food is the constant specific heat
capacity of the food. The temperature of the air in the
cold room Tair(t) satisfies the differential equation,

maircp,air
dTair

dt
= Q̇load − Q̇food−air − Q̇e, (2)

where Q̇food−air(t) is the energy flow from the air to the

foodstuff, Q̇e(t) is the applied cooling capacity (energy

absorbed in the evaporator), Q̇load(t) is heat load from the
surroundings to the air, mair is the constant mass of air,
and cp,air is the constant specific heat capacity of the air.
We describe the heat flows using Newton’s law of cooling,

Q̇food−air = kfood−air(Tair − Tfood),

Q̇load = kamb−cr(Tamb − Tair) + Q̇dist,

Q̇e = kevap(Tair − Te),

where k is the constant overall heat transfer coefficient
between two media, Tamb(t) is the temperature of the
ambient air which puts the heat load on the refrigeration
system, and Q̇dist(t) is a disturbance to the load (e.g., an
injection of heat into the cold room).

2.3 Energy cost

The energy used by the compressor, denoted Ẇc(t), dom-
inates the power consumption in the system. It can be
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Fig. 1. Schematic layout of basic refrigeration system.

expressed by the mass flow of refrigerant mref(t) and the
change in energy content. We describe energy content by
the enthalpy of the refrigerant at the inlet and at the
outlet of the compressor (hic(t) and hoc(t), respectively).
These enthalpies are refrigerant-dependent functions of
Te and Pc (or equivalently, outdoor temperature Ta) as
denoted in (3). They are computed using, e.g., the software
package REFEQNS (Skovrup, 2000), which models the
thermodynamical properties of different refrigerants. We
describe Ẇc as

Ẇc =
mref (hoc(Te, Pc)− hic(Te))

ηis(Pc/Pe)(1− ηheat)
, (3)

where the isentropic efficiency ηis(t) is a function mapping
the pressure ratio over the compressor into compression
efficiency and ηheat is a constant heat loss (in per cent)
from the compressor. The mass flow is determined as the
ratio between cooling capacity and change of enthalpy over
the evaporator (hoe(t)− hie(t)):

mref =
Q̇e

hoe(Te)− hie(Pc)
.

For the efficiency function ηis we fitted a polynomial model
of the form,

ηis(α) = c1 + c2α+ c3α
1.5 + c4α

3 + c5α
−1.5,

where c1, . . . , c5 are constant parameters. We found this
description to be accurate within 1%.

Another compressor sits between the frost evaporator and
the suction side of the other compressors, as seen in Fig. 1.
This compressor decreases the evaporation temperature
for the frost part of the system to a lower level. We use
the subscript F to denote variables related to the frost
part.

We describe the instantaneous energy cost of operating the
system by multiplying power consumption by the real-time
electricity price pel(t). The energy cost C over the period
[T0, Tfinal] is

C =

Tfinal
∫

T0

pel

(

Ẇc + ẆcF

)

dt. (4)

2.4 Control

Manipulated variables: Our controller manipulates the
cooling capacity in each zone and the evaporation tem-
peratures Te and TeF. The latter two are common for
the entire refrigeration part and the entire frost part,
respectively. In practice this is achieved by setting the
set-points for inner control loops which operate with a
high sample rate (compared to our control). This fast
local control system allows us to ignore the complex and
highly nonlinear behavior in the gas-liquid mixture in the
evaporator.

Measured variables: The controller bases its decisions on
measurements of air and food temperatures in each unit,
on the known current outdoor temperature and electricity
price, and on the predicted future values of the latter two.
The heat disturbances are unknown.

2.5 Constraints

We would like the food temperatures to satisfy the inequal-
ities

Tfood,min ≤ Tfood ≤ Tfood,max, (5)

where Tfood,min and Tfood,max are a given allowable range
given for each of the individual units. With randomly
occurring load disturbances, it is not possible to guarantee
that the temperatures are always in this range. So in lieu
of imposing the constraints, we encode (5) as a set of soft
constraints, i.e., as a term added to the cost function,

V =

Tfinal
∫

T0

ρsoft,max(Tfood − Tfood,max)+

+ρsoft,min(Tfood,min − Tfood)+dt.

We choose the positive constants ρsoft,max and ρsoft,min so
that violations are very infrequent in closed-loop opera-
tion. This formulation ensures a feasible problem even in
the presence of uncertain loads. In a stochastic formula-
tion, such as the one presented in Hovgaard et al. (2011),
probabilistic constraints guarantee a feasible problem.

In addition, two constraints that cannot be violated are
given,

0 ≤ Q̇e ≤ kevap,max(Tair − Te), (6)

0 ≤ Ẇc ≤ Ẇc,max, (7)

where kevap,max is the constant overall heat transfer coef-
ficient from the refrigerant to the air when the evaporator
is completely full and Ẇc,max is the constant limit on
maximum energy consumption in the compressors. We
define the set Ω as all (Q̇e, Te) that satisfy the system
dynamics (1)–(2) and the constraints (6)–(7).

2.6 Thermostat control

Today, most display cases and cold rooms are controlled
by a thermostat. This means that maximum cooling is
applied when the cold room temperature reaches an up-
per limit and shut off when the lower limit is reached.
The advantage of this control policy is that it is simple
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and robust. The disadvantages, however, include: a high
operating cost since the controller is completely unaware
of system efficiency and electricity prices, no capability of
demand response, and no specific handling of disturbances.
All of these are addressed in our proposed method by intel-
ligently exploiting the thermal capacity in the refrigerated
mass.

3. METHOD

Fig. 2 outlines the overall structure of the proposed
method and in the following sections we describe the
details of the controller.

3.1 Economic MPC controller

The refrigeration system is influenced by a number of
disturbances which we can predict (with some uncertainty)
over a time horizon into the future. The controller must
obey certain constraints, while minimizing the cost of
operation. Economic MPC addresses all these concerns.
Whereas the cost function in MPC traditionally penalizes
a deviation from a set-point, the proposed economic MPC
directly reflects the actual costs of operating the plant.
This formulation is tractable for refrigeration systems,
where we are interested in keeping the outputs (cold room
temperatures) within certain ranges, while minimizing the
cost of doing so.

Like in traditional MPC, we implement the controller in a
receding horizon manner, where an optimization problem
over N time steps (the control and prediction horizon)
is solved at each step. The result is an optimal input
sequence for the entire horizon, out of which only the first
step is implemented. The controller aims at minimizing the
electricity cost of operation. This cost relates to the energy
consumption but we do not aim specifically at minimizing
this, nor do we focus on tracking certain temperatures
in the cold rooms. The optimization problem is thus
formulated as

minimize C + V,

subject to (Q̇e,Te) ∈ Ω,

TTfinal

food = (Tfood,min + Tfood,max) /2,
(8)

where the variables are Q̇e and Te (both functions of
time). The feasible set Ω imposes the system dynamics
and constraints, and is defined by (1)–(2) and (6)–(7). We
add a terminal constraint that the final food temperature
TTfinal

food must be at the midpoint of the allowable range of
temperatures.

Instead of (8) we solve a discretized version with N steps
over the time interval [T0, Tfinal],

Q̇e =
{

Q̇k
e

}N−1

k=0
, Te =

{

T k
e

}N−1

k=0
. (9)

The MPC feedback law is the first move in (9). The
controller uses the initial state as well as predictions of the
real-time electricity cost, the outdoor temperature and the
injected heat loads for the time interval.

3.2 Sequential convex programming method

The feasible set Ω, the terminal constraint, and the cost
function term V are all convex. Unfortunately, as C is
nonconvex in the controllable variables Q̇e and Te, the
problem in (8) is not convex. Instead of using a generic
nonlinear optimization tool, we choose to solve the opti-
mization problem iteratively using convex programming,
replacing the nonconvex cost function C with a convex
approximation. We express (4) using the coefficients of
performance, COP,

Ĉi =

Tfinal
∫

T0

pel

(

1

η̂iCOP

Q̇e +
1

η̂iCOP,F

Q̇eF

)

dt, (10)

where the COPs, η̂iCOP and η̂iCOP,F, are complicated func-
tions of the outdoor temperature and of the controllable
variables Q̇e and Te. For any given values of these variables
we can, however, compute the COP. Our approximation in
each step is simple and natural: We use the COP calculated
for the last iteration trajectory. Thus in each iteration we
solve a convex optimization problem, which can be done
very reliably and extremely quickly.

While our proposed method gives no theoretical guarantee
on the performance, we must remember that the optimiza-
tion problem is nothing but a heuristic for computing a
good control and that the quality of closed-loop control
with MPC is generally good without solving each problem
accurately. Indeed, we have found that very early termina-
tion of this sequential convex programming method, well
before convergence, still yields very good quality closed-
loop control.

Algorithm 1 outlines the method. In the algorithm, ϕprox

and ϕroc are regularization terms which we describe in
§3.3.

Algorithm 1 Iterative optimization with nonconvex objective.

Initialize

Q̇0
e , T

0
e , and i = 1.

Compute

η̂i
COP

and η̂i
COP,F

, as functions of {Q̇e, Te}
i−1 and Ta.

Solve

minimize Ĉi + V + ϕprox + ϕroc,

subject to (Q̇i

e, T
i

e ) ∈ Ω,

T
Tfinal,i

food
=
(

Tfood,min + Tfood,max

)

/2,

Update

Q̇i

e, T
i

e , and i = i+ 1
Repeat until convergence.

In Hovgaard et al. (2012c) we concluded that a unique
minimum of the power consumption function exists within
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the feasible region. This assures that an iterative approach
will converge to the intended extremum point.

3.3 Regularization

We use two different types of regularization in the opti-
mization problem. To avoid oscillations from iteration to
iteration we add proximal regularization of the form

ϕprox = ρprox

N−1
∑

k=0

‖Q̇k
e − Q̇k,prev

e ‖

2
2, (11)

where the superscript ‘prev’ indicates that it is the solution
from the previous iteration and ρprox is a constant weight
chosen to damp large steps in each iteration. Smaller steps
will of course increase the number of iterations required for
the sequential convex programming method to converge,
but, since we warm-start the algorithm from the soliution
in the previous time step, the difference is negligible.
Without proximal regularization oscillatory behavior can
occur due to the nature of the thermodynamics in the
refrigeration system. In addition, we add a quadratic
penalty on the rate-of-change (roc) of Q̇e,

ϕroc = ρroc

N−1
∑

k=1

‖Q̇k
e − Q̇k−1

e ‖

2
2. (12)

This regularization term serves two purposes: it improves
the convergence of the sequential programming method,
and also discourages rapid changes or switches in com-
pressor levels, which helps reduce wear and tear of the
compressor. Adding (11) and (12) to the linear objective

formed by Ĉ + V results in a QP which we must solve
once in each iteration. Due to the special structure of
the MPC problem this QP is sparse; see, e.g., Jørgensen
(2005); Wang and Boyd (2010).

3.4 Non-homogeneous sampling

Speed of computation is a major concern in this work
and we want to limit the size of the QPs that we solve
in each iteration. A sampling time of 15 minutes directly
gives 96 steps to be computed for a 24-hour prediction
horizon. By using non-homogeneous sampling over the
prediction horizon, exploiting that great accuracy becomes
less important towards the end of the open-loop sequence,
the number of steps can be reduced.

4. CASE STUDY

By simulation of realistic case studies we have verified
the functionality and performance of the proposed MPC
controller.

4.1 Scenario

Data from supermarkets actually in operation in Denmark
have been collected. From these data, typical parameters
such as time constants, heat loads, temperature ranges, ca-
pacities, and normal control policies have been estimated
for three very different units; a milk cold room, a vertical
shelving display case and a frost storage room. These units

differ widely in load, mass of goods, and temperature
demands.

We convert the system in §2.1 to the discrete-time equiv-
alent. Since inner control loops are in place we have found
that a sampling time of 15 minutes for the MPC controller
is appropriate.

We model a contribution from the uncertain load by a
40% increase in the normal heat load. The increase occurs
at random instances in 25% of the 15-minute periods. To
account for this, back-offs from the temperature limits are
introduced. We adjust these such that violations of the
limits occur only 0.5–1% of the time. Less than 0.1◦ is
often sufficient.

In our scenario we use temperature measurements from
a meteorological station in the Danish city Sorø sampled
every 30 minutes, along with hourly electricity spot prices
downloaded from the Nordic electricity market, Nordpool.
We simulate the scenario with data covering an entire
calender year and use three years of data for training the
predictors.

4.2 Algorithm details

We use a prediction horizon augmented of three sequences
with increasing sample time; a 6-hour interval sampled
every 15 minutes, a 6-hour interval sampled every 30
minutes and a 12-hour interval sampled every hour—
resulting in 48 steps to be computed.

For regularization of the optimization problems the best
behavior was observed with parameters in the order of
ρprox = 0.08 and ρroc = 0.06; however, the method seems
to be quite robust to changes in these values.

Recent advances in convex optimization allow for convex
QPs to be solved at millisecond and microsecond time-
scales. We use CVXGEN to generate a custom embedded
solver for ultra fast computation of each convex QP in the
sequential approach. CVXGEN transformed the original
optimization problem into a standard form QP with 573
variables and 1248 constraints. In CVXGEN we specify
and exploit the sparsity of the special problem structure.

4.3 Predictors

A prerequisite to solve the problem in (8) is to have
available predictions of the outdoor temperatures and the
electricity prices for the chosen prediction horizon, N .
Only past values of such parameters can be available to
the controller and in the present work we incorporate
extremely simple predictors that can provide a sufficiently
good estimate of the disturbances using a series of past
measurements. We use historical data to train these pre-
dictors.

First, we use the historical training data set to create a
baseline trajectory. For each month in a year we construct
a typical day that describes the mean daily variation. If,
e.g., price is sampled every hour we get 24 prices for each
of the 12 months. Next we calculate a residual (difference
between baseline and historical data) for each one of the
12 baselines. For each of these, residual predictors are
computed by
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minimize

K
∑

k=1

‖[Rk−n, . . . , Rk]X − [Rk+1, . . . , Rk+N ]‖
2

2,

where K is the number of data points in the training
data set, n is the number of past data points used for
prediction, N is the number of future data points that
we want to predict, X is the n + 1 × N predictor matrix
and R are the residuals. We employ an ℓ1 regularization to
avoid numerical instability that could lead to high variance
models. Following this, a smoothed baseline is computed
using interpolation of two adjacent months. Now, we can
compute the predictions by first predicting the residuals of
two adjacent months, interpolating these and adding them
to the interpolated baseline of the same time window. We
have chosen to use two days of past data for predicting
the outdoor temperature and seven days for the price
prediction. We use an entire week for the latter since
the price pattern is different from weekdays to weekends.
For both outdoor temperatures and electricity prices the
training sets are defined from 1 January 2007 until 31
December 2009 and the simulation/test set covers the
entire year of 2010.

For the unknown disturbance in the heat load we use a
very simple predictor, namely the expected mean value of
the random heat injection.

4.4 Computation times

We have simulated the proposed method with the case
study described in the previous sections. The optimization
problems solve in the order of a handful of milliseconds
per MPC step which is more than fast enough for real-
time implementation. A full year simulates in less than
4 minutes on a 2.8GHz Intel Core i7, excluding the time
needed outside the optimization routine for predictors etc.
The same problem with a generic solver such as ACADO
takes around 4 minutes per MPC step on the same
processor. For implementation in embedded industrial
hardware a rough estimate of the computation time is
around 1000 times of what we have observed here. This
is still way below 10 seconds per time step which certainly
allows for real-time implementation.

4.5 Convergence

When cold-started the proposed method generally con-
verges in 10–20 iterations. In MPC, however, the open-loop
trajectory from the previous run of the optimizer, shifted
one time-step, is an excellent guess on the next outcome
and is well-suited for warm-starting the algorithm. Using
this warm start initialization, the method generally con-
verges in fewer than 5 iterations. In addition, we find that
early termination after, e.g., 2–3 iterations generally gives
good results, degrading the overall performance with less
than 1%.

4.6 Savings

To benchmark the savings gained by introducing the pro-
posed MPC controller, we have performed a simulation
for the same system and conditions but using the conven-
tional thermostat control policy. As in real systems the air
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Fig. 3. Selected trajectory for food temperature and hourly
cost of energy for control by thermostat vs. the
proposed MPC.

temperature surrounding the foodstuff in each unit is the
variable used in the thermostat. We have defined upper
and lower bounds for switching on and off, such that the
interval corresponds to what is normally observed in real
operation. Besides, we determine the upper bound such
that cooling quality is maintained at a minimal cost, i.e.,
such that the food temperatures only violate the upper
allowable limit in 0.5–1% of the time (to be comparable
with the MPC control).

Fig. 3 shows a segment of the simulated system with
thermostat control versus the proposed MPC controller.
We show the trajectory for one unit only and we observe
how the food temperature is pulled down by the MPC
controller at times with low electricity prices, meaning that
pre-cooling is applied. At such times the instantaneous
cost of operating the system might be higher than if the
conventional thermostat is used, as can be seen on the
figure. But this is, however, more than counteracted by
the savings when the electricity prices go up.

In Fig. 4, resulting temperature distributions for a selected
unit are shown for both control by thermostat and by
MPC. While both control policies tend to keep the tem-
peratures close to the upper limit most of the time, we
observe how the MPC controller makes use of the entire
range for storing coldness.

We observe savings in the order of 30%. Adding the
uncertain heat load injections and the appropriate back-
offs from the temperature limits, as described in §4,
increases the overall cost by approximately 10%.

4.7 Demand response

Fig. 5 shows the total cooling energy applied to all three
units plotted as a function of the electricity price at the
time of use. We have selected one month to limit the
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(b) Control by MPC.

Fig. 4. Temperature distribution for selected unit. Simulation over the full year 2010.
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(a) Control by thermostat. The solid line is a linear fit
with almost zero slope.
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(b) Control by MPC. The solid line is a linear fit with a
slope of −53 W/(EUR/MWh).

Fig. 5. Illustration of demand response in systems controlled by MPC vs. thermostat control.

number of data-points but the picture is almost identical
for the entire year of simulation: We observe no correlation
between energy consumption and electricity prices when
the thermostat controls the refrigeration system while we
see a clear tendency to apply more cooling at times with
low prices, and vise versa, if we employ the proposed
MPC scheme. A linear fit is made using a Huber function
regression. The slope is around −50 W/(EUR/MWh)
for the MPC controlled system as opposed to 0 for the
thermostat which clearly illustrates the demand response
behavior of the system. We should remember that the spot
price used here is just an example and not a prerequisite
of our method. In a smart grid the price signal could
be artificially made by the balance responsible party to
promote demand response.

4.8 Plant perturbations

With perturbations of up to at least 20–30% in parameters
such as mass of the refrigerated foodstuff and the heat
transfer coefficients we see essentially no changes in the
closed-loop dynamics.

4.9 Perfect predictions

By again simulating over the full year of 2010, but this
time with a prescient setting assuming knowledge of the
exact future conditions instead of using their predictions,
we are able to compare the performance of the simple
predictors and give a rough judgment on how much the
method relies on the availability of accurate predictions.
We have observed that the extra savings gained by having
the full information available are in the order of 1-2%. This
justifies the use of simple predictors.

5. CONCLUSION

In this paper we have presented an MPC controller for
a commercial multi-zone refrigeration system. We have
based our method on convex optimization, solved itera-
tively to treat a nonconvex cost function. By employing
a fast convex quadratic programming solver to carry out
the iterations, the method is more than fast enough to
run in real-time. Simulation on a realistic scenario reveal
significant savings as well as convincing demand response
capabilities suitable for implementation with smart grid
schemes.
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Abstract: We consider the optimization of power set-points to a large number of wind
turbines arranged within close vicinity of each other in a wind farm. The goal is to maximize
the total electric power extracted from the wind, taking the wake effects that couple the
individual turbines in the farm into account. For any mean wind speed, turbulence intensity, and
direction we find the optimal static operating points for the wind farm. We propose an iterative
optimization scheme to achieve this goal. When the complicated, nonlinear, dynamics of the
aerodynamics in the turbines and of the fluid dynamics describing the turbulent wind fields’
propagation through the farm are included in a highly detailed black-box model, numerical
results for any given values of the parameter sets can easily be evaluated. However, analytic
expressions for model representation in the optimization algorithms might be hard to derive
and their properties are often not suitable for computationally efficient optimization either.
To handle this, we propose a sequential convex optimization method, perturbing the model in
each iteration, and demonstrate a typical convergence in fewer than 10 iterations. We derive a
coupling matrix from the wind farm model, enabling us to use a very simple linear relationship
for describing the turbine interactions. In addition, we allow individual turbines to be turned
on or off introducing integer variables into the optimization problem. We solve this within the
same framework of iterative convex approximation and compare with mixed-integer optimization
tools. We demonstrate the method on a verified model and for various sizes and configurations
of the wind farm. For all tested scenarios we observe a distribution of the power set-points which
is at least as good as, and in many cases is far superior to, a more naive distribution scheme.
We employ a fast convex quadratic programming solver to carry out the iterations in the range
of microseconds even for large wind farms.

Keywords: Optimization, Nonlinear Control, Wind Farms, Black-box Models, Integer
Programming.

1. INTRODUCTION

Today, wind power is the most important renewable energy
source. For the years to come, many countries have set
goals for further reduced CO2 emission, increased utiliza-
tion of renewable energy, and phase out of fossil fuels. In
Denmark one of the means to achieve this is to increase
the share of wind power to 50% of the electricity con-
sumption by 2020 and to fully cover the energy supply
by renewable energy by 2050 (Danish Ministry of Climate
and Building, 2012). Installing this massive amount of
wind turbines favours the formation of a large number
of turbines in wind farms. This is both due to practical
considerations but perhaps more importantly, to reduce
the cost of wind energy as opposed to production in single
wind turbines located far from each other (Johnson and

Thomas, 2009). Extracting maximum power from each
wind turbine in a greedy manner does not always result in
maximal power output for the entire farm and a wind farm
controller is often needed to fully exploit the potential of
the installed capacity and to reduce wear and tear of the
mechanical structures (Pao and Johnson, 2009). Examples
of wind farms in Denmark can have yearly productions
around 600 GWh (Horns Rev I) and up to 1600 GWh
(Anholt) and typically the power sales price is guaranteed
to be at a fixed level for around 10 years of operation—
from around 44.25EUR/MWh (Horns Rev I) to around
140.85EUR/MWh (Anholt). With such production levels
and power prices, an average change in power output of
just 1% changes the yearly revenue by 0.265–2.253 million
EUR. Thus, slight improvements in the average extracted

       The 10th European Workshop on Advanced Control and Diagnosis (ACD 2012)
       Technical University of Denmark, Kgs. Lyngby, Denmark, Nov. 8-9, 2012

Sequential Convex Programming for Power Set-point Optimization in a Wind
Farm using Black-box Models, Simple Turbine Interactions, and Integer
Variables 237



power can have a significant impact on the economics of
operating the wind farm.

A vast amount of works exist that address power optimiza-
tion, fatigue load reduction and pitch control for individual
turbines, e.g., Hau (2006); Hammerum et al. (2007); Dang
et al. (2010); Henriksen et al. (2011); Adegas et al. (2011).
Some of these take optimization and model predictive
control approaches to solve the problems and many rely on
a known operating point (e.g., local wind speed and power
set-point) for deriving linearized models. Other works con-
sider the control of large wind farms where the power
extracted by upwind turbines reduces the power that
is available from the wind and increases the turbulence
intensity in the wake reaching other turbines. Thus, the
fluctuations and vibrations of the downwind turbines are
greater than upwind turbines and results in more fatigue
loads (see, e.g., Hansen et al. (2006); Soleimanzadeh et al.
(2011, 2012); Spudic et al. (2011)). As with the single-
turbine research, a mean operating point is often assumed
for linearization. For farm control a further complication
to the models are the aerodynamic interactions in the
farm which is still an immature field (Steinbuch et al.,
1988; Johnson and Thomas, 2009). A contribution from
the present paper is a method to provide the operating
points assumed available in many other methods for both
local control and farm optimization.

As for the optimization of wind farms like for optimization
of other complicated systems in engineering, the model-
ing is often a very time-consuming task involving cross-
disciplinary work. Especially, when analytic expressions
that fit into a certain framework (linear, convex, etc.) are
desired, it might be a huge challenge to choose the proper
simplifications and assumptions for modeling the system.
In this paper, we strive to use as little knowledge and as
few analytic expressions as possible for formulating the
optimization problem. We adopt the wind farm model that
was derived in Brand and Wagenaar (2010a) and validated
in Brand and Wagenaar (2010b), and use it as a black-
box model which for any given values of the parameters
can be evaluated rather quickly. By perturbing this model
we approximate the derivatives needed. Black-box opti-
mization is only infrequently reported in the literature—
see, e.g., Hansen et al. (2010) where different approaches
are compared. In Hovgaard et al. (2012a,b) we demon-
strated the power of a sequential convex programming
(SCP) approach on a model predictive control problem
for commercial refrigeration with linear dynamics and
constraints but a nonconvex objective. Inspired by this,
we apply the same technique to the black-box optimiza-
tion. Our method, like sequential quadratic programming
(SQP) (Boggs and Tolle, 1995), involves the solution of
a sequence of (convex) quadratic programs (QPs), but
differs very much in how the QPs are formed. In SQP,
an approximation to the Lagrangian of the problem is
used; the linearization required in each step can end up
dominating the computation (Dinh et al., 2011). In our
SCP method, the convexification step is quite straightfor-
ward as it comes from a few function evaluations of the
black-box model. We use the tool CVXGEN (Mattingley
and Boyd, 2012) to generate fast custom solvers for the
QPs that arise in our method, achieving solution times
measured in microseconds.

Due to the mechanical design wind turbines cannot extract
power from arbitrarily low wind speeds and they typically
turn off around 4–6 m/s. This introduces on/off, or integer,
variables into the optimization problem. Reviews of more
sophisticated but typically quite computationally demand-
ing algorithms for mixed-integer programming are given
in, e.g., Grossmann (2002); Alves and Cĺımaco (2007). We
chose to implement the integer constraint in the framework
of sequential optimization using linear approximations.
With a heuristic thresholding we find very convincing
results for all tested scenarios.

We demonstrate the method with numerical simulations
on a number of different wind farm sizes. For large wind
farms of up to 50 turbines we observe convergence in
fewer than 10 iterations (a handful or so, milliseconds).
For all imaginable scenarios that we were able to test, our
method performs at least as good as (and in many cases
outperforms) a “greedy” optimization where each turbine
maximizes its own production. In spite of this, our method
gives no guarantee in terms of convergence or optimality.

2. WIND FARMS

In this section we briefly describe the model used for the
wind farms in the paper and the features that are extracted
from the model a priori to running the optimization.

2.1 Model

The model is a quasi-static wind farm flow model devel-
oped in Brand and Wagenaar (2010a). It specifies in real
time the wind speed at each turbine in a wind farm plus
the tower bending moment, the blade bending moment,
the rotor shaft torque and the aerodynamic power of
each turbine as a function of “ambient” wind speed, wind
direction and turbulence intensity. The farm model has
been validated against real measurement data from ECNs
Wind turbine Test site Wieringermeer (EWTW) (Brand
and Wagenaar, 2010b) and implemented in Matlab in
Soleimanzadeh et al. (2011). Fig. 1 illustrates the structure
of the model. The wind farm in the examples will consist of
turbines using the NREL 5MW model since this is openly
available, but, could easily be substituted with any specific
turbine model. The turbines are described in detail in, e.g.,
Grunnet et al. (2010). We choose not to go into detail with
the model in this paper and report solely on the features
that can be observed from a black-box model by sweeping
reasonable ranges of the input parameters.
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Fig. 1. Block diagram of the wind farm model (Brand and
Wagenaar, 2010a).
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The model has the following basic input/output interface
for a farm with n turbines:

[P, V,D,Σadd,Mt,Mb,Ms] = ffarm(v0, σ0, Ps, x, y), (1)

where {P, V,D,Σadd,Mt,Mb,Ms} are n-length vectors
with produced power, local wind speed, wind deficit,
added turbulence (velocity standard deviation), bending
moment for the tower, bending moment for the blades,
and bending moment for the shaft in the drive train. The
inputs are ambient wind speed (v0), ambient turbulence
(velocity standard deviation) (σ0), an n-length vector with
power set-points (Ps), and two n-length vectors with the
coordinates of the turbines (x, y). In addition, we have,

[p, d, σadd,mt,mb,ms] = fturbine(v, σ, ps), (2)

for a single turbine using local wind speed, v, and turbu-
lence, σ. We show some example plots sampled from the
models in the next sections.

2.2 Constraints

The extracted power, p, must be equal to or less than the
available power in the wind, pw, which is a function of the
wind speed, v. The turbine is build for a rated power and
when the available power in the wind exceeds this level
the blades gradually pitch out of the wind to keep the
extracted power at the rated level and reduce loads on the
turbine. Likewise, the extracted power can only follow the
available power curve down to a certain level, Pmin, due to
the mechanical design. Thus,

Pmin ≤ pi ≤ Prated, (3)

pi ≤ pw,i(vi), (4)

where i is the index of the turbine in the farm and vi is
the local wind speed at turbine i. This is illustrated in
Fig. 2. We observe how the available power goes to 0 at
wind speeds above 25 m/s which is for security reasons.

Another important feature of the model is the reduction in
wind speed (deficit) when it passes through the rotor of a
turbine. Fig. 3 shows how the wind speed is affected when
extracting a certain power at a certain wind speed. Added

P
o
w
er

(k
W

)

Wind speed (m/s)
0 5 10 15 20 25
0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

Fig. 2. Power as a function of local wind speed for the used
turbine model (solid, blue). Red dotted lines indicate
maximum (rated) and minimum (due to mechanical
design) power levels.

turbulence in the close vicinity after a turbine rotor can
be plotted in the same way as a function of incoming wind
speed and extracted power, and we observe a very similar
shape.

2.3 Simple Turbine Interaction

We can describe the local wind speed at each turbine
as the ambient wind speed minus a linear combination
of the deficits (di) caused by all other turbines, with
the coefficients depending on mutual distance and the
relative angle to the wind direction. Likewise, turbulence
levels (velocity variance, σ2

i ) at each turbine are the sum
of the ambient turbulence (velocity variance, σ2

0) and a
linear combination of the turbulence added by all other
turbines. From the black-box model we estimate two
coupling matrices, Wd and Wt, such that,




v1
v2
...
vn


 = v0 − Wd




d1
d2
...
dn


 , (5)




σ2
1

σ2
2
...
σ2
n


 = σ2

0 +Wt




σ2
add,1

σ2
add,2
...

σ2
add,n


 . (6)

We use an L1-norm sparsifying regularizer to emphasize
the strong relations in the couplings and to promote sparse
matrices. Fig. 4 shows an estimated Wd-matrix example.

2.4 Cost

Our aim is to explicitly address the maximization of
total power output from the farm and we do not directly
consider loading of the turbines in this work. Thus, for any
given wind condition we want to maximize

Ptotal =

n∑

i=1

pi,

for n turbines in a farm.
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Fig. 3. Wind speed deficit in the close vicinity after a
turbine as a function of incoming wind speed and
extracted power.
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Fig. 4. Example showing the Wd-matrix for a 7× 7 square
wind farm with wind direction parallel to the rows of
turbines and mutual distances between the turbines
of 3 times the rotor diameter.

2.5 On/off variables

The turbines are not able to produce power from wind
speeds below a certain level. However, it might not be
optimal on the farm level to downgrade upwind turbines
in order to leave enough wind speed to keep all turbines in
the row spinning. Turning off one or more of the turbines
can be a better solution and we change the constraints in
(3) by introducing binary variables, {ui}ni=1.

Pminui ≤ pi ≤ Pratedui. (7)

2.6 Loads

Destructive fatigue loads on wind turbines are primarily
caused by vibrations due to turbulence in the wind. Under
the assumption that the turbines always operate in safe
regions, the extreme (instantaneous) loads are avoided and
the accumulation of fatigue plays a major role in wearing
out the turbines (Frandsen, 2007). To illustrate a sample of
the turbine loads from the model, we combine mean wind
speed and turbulence standard deviation into one measure,
namely, the turbulence intensity, t, defined as the standard
deviation of wind speed fluctuations divided by the mean
wind speed,

ti =
σi

vi
.

Fig. 5 shows the standard deviation of the tower bending
moment as a function of turbulence intensity and extracted
power. We observe that for increasing turbulence intensity
(i.e., higher standard deviation of the fluctuations or lower
mean wind speed) and increased power extraction, the
standard deviation of the tower bending moment and
hence, the vibrations of the structure, become more severe.
We also observe the effect of some resonance frequencies
in the structure.

2.7 Control

Manipulated variables: Our optimizer manipulates the set-
points for extracted power in each individual turbine in
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Fig. 5. Standard deviation of the tower bending moment.

the farm. This might have to be done with, e.g., 10-
minute intervals for updating the operating points for local
controllers on the turbines. By manipulating power set-
points, the local wind speeds and turbulence intensities
change as a consequence, too.
Measured variables: We assume knowledge of the ambient
mean wind speed, mean direction, and the turbulence
intensity entering the front row of turbines in the farm.
Furthermore, the black-box model in (1) must be validated
with the turbines and the specific farm topology in ques-
tion.

2.8 Greedy Control

We compare the maximized power output using our pro-
posed method to a “greedy” strategy in which each turbine
maximizes its own production based on whatever local
wind speed there is left from the upwind turbines.

3. METHOD

Our method is based on sequential convex programming
where convex approximations are found in each iteration,
k, by simple evaluations of the black-box model. We estab-
lish the following linear approximations with derivatives
estimated by perturbing the model around the operating
point found in the previous iteration,




dki
σk
i

pkw,i


=



dk−1
i

σk−1
i

pk−1
w,i


+




∆d

∆ps

∆d

∆v

∆d

∆σ
∆σ

∆ps

∆σ

∆v

∆σ

∆σ

0
∆pw
∆v

∆pw
∆σ




k−1

i



pki − pk−1

s,i

vki − vk−1
i

σk
i − σk−1

i


 .

Note that the set-point ps,i can be larger than pi in
practice while ps,i = pi after convergence of the method
we propose in this paper. We define the set Ω as all
(pi, vi, σi), i = 1 . . . n, that satisfy the power constraints,
(4) and (7), and the interaction model (5)-(6), given the
linearization above.

3.1 Approximate integer programming

The integer constraint on the on/off variables u does not
fit into a convex optimization problem. Hence, we relax
the constraint,

0 ≤ ui ≤ 1, (8)
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and introduce the expression,

ηint,i ≤
(
uk−1
i

)2 − uk−1
i +

(
2uk−1

i − 1
) (

uk
i − uk−1

i

)
, (9)

with the right hand side being a linearization of (u2
i − u)

around the point uk−1
i . We add the term,

ϕint = ρint

n∑

i=1

ηint,i,

where ρint is a constant weight, to the objective function,
penalizing when ui deviates from 0 or 1. We define the set
Ωint as all (ui, ηint,i), i = 1 . . . n that satisfy (8)-(9).

As we will demonstrate, this approximation of the integer
constraints does not always converge to binary values
entirely, but might settle at an intermediate level. When
this happen, we choose to run the optimization repeatedly,
rounding some of the intermediate on/off variables down
to zero using a threshold which we slowly increase until
the optimal level is reached.

3.2 Regularization

To avoid oscillations from iteration to iteration we add
proximal regularization of the form

ϕprox = kρprox‖ [p1, p2, . . . , pn]k−1 − [p1, p2, . . . , pn]
k ‖∞,

where ρprox is a constant, negative, weight chosen to
damp large steps in each iteration. Smaller steps will of
course increase the number of iterations required for the
sequential convex programming method to converge, but,
since we are able to compute each iteration extremely
fast and might even have a good guess for warm-starting
the algorithm we do not consider this to be a problem.
Without proximal regularization oscillatory behavior can
occur due to radically different solutions having almost the
same result in the objective function.

3.3 Algorithm

Algorithm 1 outlines the method. Variables denoted with
a ’̂ ’ indicate that this is the approximation we obtain by
linearizing in the current iteration.

Algorithm 1 Iterative optimization with black-box model.

Initialize
v0, σ0, [ui = 0.5]ni=1, [ps,i = Pmin]

n
i=1 and k = 1.

Evaluate

Eq. 1 to find
{
pk−1
w,i

}
for i = 1 . . . n,

Eq. 2 to find
{
dk−1
i , σk−1

i

}
for i = 1 . . . n

Eq. 2 (pk−1
s,i + 1) to find

{
∆

∆ps

}k−1

i
for i = 1 . . . n

Eq. 2 (vk−1
i + 1) to find

{
∆
∆v

}k−1

i
for i = 1 . . . n

Eq. 2 (σk−1
i + 1) to find

{
∆
∆σ

}k−1

i
for i = 1 . . . n.

Solve

maximize P k
total + ϕprox + ϕint,

subject to (pki , v̂
k
i , σ̂

k
i ) ∈ Ω, i = 1 . . . n,

(ûk
i , η̂

k
int,i) ∈ Ωint, i = 1 . . . n,

Update
pks,i = pki , u

k
i = ûk

i , v
k
i = v̂ki , σ

k
i = σ̂k

i for , i = 1 . . . n,

k = k + 1
Repeat until convergence.

Note that we do not formulate load reductions explicitly
in the optimization problem presented in this paper.

4. TESTS AND RESULTS

As our method does not provide any guarantees in terms
of optimality or convergence, we report extensive testing
and simulation in this paper. We stress that the proposed
method is not fully matured nor is it verified sufficiently.
For the scope of this paper, we leave this as open questions.

We use Pmin = 100kW and show simulations with a very
small farm (4 turbines in a row) and a rather large farm
(49 turbines in a 7× 7 square pattern). The topologies are
seen in Fig. 6 and Fig. 7, respectively. In all cases we use a
wind direction parallel to the rows of turbines (the x-axis).
This is not a limitation in the model nor in the method
but it makes it more intuitive to validate the results.

4.1 Power

We show the resulting power set-points for the 1 × 4
wind farm at four different ambient wind speeds in Fig. 8.
We benchmark our method against the “greedy” control
scheme. The figures show the comparison of the two

Turbine coordinates (rotor diameters)

T
u
rb

in
e
co

o
rd

in
a
te
s
(r
o
to
r
d
ia
m
et
er
s)

0 1 2 3 4 5 6 7 8 9 10 11
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1
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(d) v0 = 11.8m/s. Improvement: 2.2%

Fig. 8. Test of power set-point optimization (blue circles) vs. “greedy”, individual turbine control (red stars) for small
farm. The dotted blue line is the cut-off (Pmin).

methods and the differences in Ptotal are reported in the
captions. We observe how scenarios with exactly enough
wind speed to turn on one more turbine (Fig. 8(a)-8(b)),
obviously, are where the farm optimization adds the most
benefit (up to 80% increase in power production). Even
though they have been left out here, we are able to find
situations in which the farm optimization only performs as
well as the “greedy”, but, in general it seems that typical
improvements are in the order of 1.5–2.5%. All results for
the 1 × 4 farm have been validated using a brute-force
method to find the optimal solution, as this is doable for
such a small number of turbines.

We only report one scenario for the 7 × 7 farm showing a
2.6% improvement (Fig. 9). In general, we are able to see
similiar results as for the smaller wind farm, when compar-
ing against the “greedy” strategy. However, a brute-force
search for this size of wind farms is not practically possible
and we are not able to tell whether a “better” solution from
the wind farm optimization (vs. the “greedy” method) is
also the “best” achievable solution.

4.2 Integer programming

In Fig. 10 we show two examples of how the relaxed integer
variables develop over the iterations of our algorithm. The
scenarios correspond to the first two scenarios reported in

Fig. 8. For v0 = 6.9m/s we see how u2 and u3 converges to
values different from 0 or 1, which is of course not feasible
in the real world. (In spite of this, the two turbines with
feasible solutions improve the total power output with 51%
vs. “greedy” control). Thus, we apply the thresholding
technique and round all u < 0.45 to zero. Re-running the
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Fig. 9. Test of power set-point optimization (blue circles)
vs. “greedy”, individual turbine control (red stars) for
large farm. v0 = 12m/s. Improvement: 2.6%
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Fig. 10. Test illustrating the development of the “integer” variables (first optimization) for the scenarios reported in
Fig. 8(a)-8(b).

algorithm with this (turbine number 3 forced off) gives a
better result with 60% improvement vs. “greedy” control.
Next, we increase to threshold such that all u < 0.6 are
rounded to zero. With turbines 3 and 4 forced off the re-
sulting power output is now as illustrated in Fig. 8(a) with
80% improvement. We show a scenario (v0 = 6.99m/s)
too, where all the on/off variables converge to 1 without
thresholding and re-running the algorithm. In practice
some logic is needed to decide whether to threshold or not.
We have compared the results from our proposed method
with mixed-integer programming implemented in CVX
(CVX Research, 2012; Grant and Boyd, 2008). However,
the computation times observed per iteration are a couple
of hundred times longer, even with commercial solvers as
Gurobi and Mosek. Furthermore, when combined with the
sequential approximation technique in our algorithm, we
saw that the mixed-integer solvers did not always provide
the optimal values of the on/off variables.

4.3 Convergence and Computation

Our algorithm usually converges in fewer than 10 iter-
ations in the testing we have performed. Naturally, the
regularization parameter ρprox plays a role in the conver-
gence properties of the method, but, we found it quite
easy to tune. Fig. 11 shows an example with ρprox = 0.1
and ambient wind speed v0 = 12m/s for the 7 × 7 wind
farm. We see how the power levels settle relatively fast.
From the figure it is difficult to see all 49 turbines (even
though they are in fact there) since the 7 different power
set-points found repeat almost identically for the 7 rows
with this wind direction.

Recent advances in convex optimization allow for convex
QPs to be solved at millisecond and microsecond time-
scales. We use CVXGEN to generate a custom embedded
solver for ultra fast computation of each convex QP
in the sequential approach. As an example, CVXGEN
transformed the original optimization problem for the 7×7
wind farm into a standard form QP with 345 variables and
1177 constraints, exploiting the sparsity of the interaction
matrices Wd and Wt. Each of these solves in less than
500µs on a 2.8GHz Intel Core i7.

4.4 Effect on Loads

In general, we observe from testing our method that
there is a tendency to even out the power production
over the wind farm whereas a “greedy” control most
of the time extracts significantly more power from the
turbines in the front row. Recall the correlations for tower
bending moment from Fig. 5; an increase in power set-
point or in turbulence intensity (higher standard deviation
or lower mean wind speed) increases the build-up of
fatigue loads on the turbines. When a turbine has a high
extraction factor (pi/Pw,i), obviously, the high power set-
point causes more load on that turbine. Furthermore,
a high extraction factor leaves less wind speed behind,
and adds more turbulence, for the downstream turbines
resulting in higher loads per extracted power unit on
these turbines as well. Hence, we prefer a more even
power production over all turbines in the farm from a
load perspective. We could add this explicitly to the cost
function in the future to emphasize the effect, but as
mentioned, we already see this to some degree as an
indirect effect of our method.
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Fig. 11. Illustration of convergence for 7 × 7 wind farm.
v0 = 12m/s.
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5. CONCLUSION

In this paper we have presented an approach to power
set-point optimization for wind farms. We have based
our method on convex optimization, solved iteratively
to handle the fact that only black-box models of the
farm and turbines are available. We perturbed the model
to approximate derivatives and updated these estimates
in each iteration. In addition, we proposed a way to
solve mixed-integer problems in the same framework.
By simulation of a very small and a rather large farm
we demonstrated the method and revealed quite good
improvements compared to a more naive control scheme.
Due to the scale of economics for a large wind farm, such
improvements are prone to make a big difference in the
yearly revenue.
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MPC for Wind Power Gradients — Utilizing Forecasts, Rotor Inertia,

and Central Energy Storage

Tobias Gybel Hovgaard, Lars F. S. Larsen, John Bagterp Jørgensen and Stephen Boyd

Abstract— We consider the control of a wind power plant,
possibly consisting of many individual wind turbines. The goal
is to maximize the energy delivered to the power grid under
very strict grid requirements to power quality. We define an
extremely low power output gradient and demonstrate how
decentralized energy storage in the turbines’ inertia combined
with a central storage unit or deferrable consumers can be
utilized to achieve this goal at a minimum cost. We propose a
variation on model predictive control to incorporate predictions
of wind speed. Due to the aerodynamics of the turbines the
model contains nonconvex terms. To handle this nonconvexity,
we propose a sequential convex optimization method, which
typically converges in fewer than 10 iterations. We demonstrate
our method in simulations with various wind scenarios and
prices for energy storage. These simulations show substantial
improvements in terms of limiting the power ramp rates
(disturbance rejection) at the cost of very little power. This
capability is critical to help balance and stabilize the future
power grid with a large penetration of intermittent renewable
energy sources.

I. INTRODUCTION

Today, wind power is the most important renewable energy

source. For the years to come, many countries have set goals

for further reduced CO2 emission, increased utilization of

renewable energy, and phase out of fossil fuels. In Denmark

one of the means to achieve this is to increase the share

of wind power to 50% of the electricity consumption by

2020 and to fully cover the energy supply with renewable

energy by 2050 [1]. Installing this massive amount of wind

turbines introduces several challenges to reliable operation of

power systems due to the fluctuating nature of wind power.

To mitigate fluctuations, modern wind power plants (WPP)

are equipped with variable speed wind turbine (VSWT)

technologies, which are interfaced with power electronics

converters that are required and designed to fulfil increas-

ingly demanding grid codes (see, e.g. [2], [3]).

The Grid Code (GC) is a technical document setting out

the rules, responsibilities and procedures governing the op-

eration, maintenance and development of the power system.

It is a public document periodically updated with new re-

quirements and it differs from operator to operator. Countries

with large amount of wind power have issued dedicated GCs

for its connection to transmission and distribution levels,

focused mainly on power controllability and power quality

[4], [5]. Particularly, Denmark establishes some of the most
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S. Boyd is with the Information Systems Laboratory, Department of Elec-
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demanding requirements regarding active power control [6].

One of the regulation functions required is a power gradient

constraint that limits the maximum rate-of-change of non-

commanded variations in the power output from the WPP to

the grid. As of today, this constraint is softened if the power

production in the WPP drops due to the lack of wind. This is

merely out of necessity, and the GCs are expected to tighten

further regarding this requirement. Ensuring slow power

gradients reduces the risk of instability on the grid, allows

the TSO time for counteracting the change, and improves the

predictability of power output, enabling the WPP owner to

put less conservative bids on the power market.

Energy storage strikes the major problems of wind power

and joining energy storage with WPPs to smoothen variations

and improve the power quality is not a new idea. In, e.g.,

[7]–[10] the benefits, economics, and challenges of using

different means of storage, i.e., batteries, hydrogen, flywheels

etc., in combination with wind power are investigated. [11]

uses a Lithium-iron-phosphate battery to achieve power

forecast improvement and output power gradient reduction.

However, the additional cost of batteries or other energy

storages is usually the showstopper, at least as the market is

today. In our previous works, we have shown how thermal

capacity, e.g., in supermarket refrigeration, can be utilized

for flexible power consumption [12], [13]. It is very likely

that such techniques (where the capacity is a bi-product of

fulfilling another need) can play a major role instead of

adding expensive technologies which have storage as their

sole purpose. In the rest of this paper, we consider energy

storage in general without distinguishing actual storage from

flexible power consumption.

Traditionally, the rotor speed of modern wind turbines is

controlled for tracking the tip-speed ratio (TSR = angular

rotor speed × rotor radius / wind speed) for maximum

power extraction, constrained by the maximum rated speed.

However, due to the inertia of the rotating masses in the

turbine, there is a potential to improve the quality of the

power output by actively letting the rotor speed deviate

from the optimal setting. This might of course come at a

cost of slightly reduced power output. In, e.g., [14], [15]

turbine inertia is used for frequency response and power

oscillation damping. In addition, a vast amount of works exist

that address power optimization, fatigue load reduction and

pitch control for individual turbines in the more traditional

sense, e.g., [16]–[18]. Some of these take optimization and

model predictive control approaches to solve the problems

and many rely on a known operating point (e.g., local wind

speed and power set-point) for deriving linearized models.
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Other works consider the control of large wind farms where

the power extracted by upwind turbines reduces the power

that is available from the wind and increases the turbulence

intensity in the wake reaching other turbines (see, e.g., [19]–

[21]).

In [13], we demonstrate the appreciation of a sequential

convex programming (SCP) approach [22] for a model pre-

dictive control problem, controlling the power consumption

for commercial refrigeration with linear dynamics, convex

constraints, and a nonconvex objective. Inspired by this, we

now turn to the power producers’ side of the grid and apply

the same technique to a nonlinear wind turbine model. Our

method, like sequential quadratic programming (SQP) [23],

involves the solution of a sequence of (convex) quadratic

programs (QPs), but differs very much in how the QPs are

formed. In SQP, an approximation to the Lagrangian of the

problem is used; the linearization required in each step can

end up dominating the computation [24]. In our SCP method,

the convexification step is quite straightforward.

We demonstrate how model predictive control using fore-

casts of the wind speed can ensure very low power gradients

(e.g., less than 5% of the rated power per minute). We

do this with a central energy storage added to the WPP

and show how we can utilize the inertia in the individual

turbines to further improve this and minimize the extra

storage capacity needed. Our method gives no guarantee in

terms of convergence or optimality but is observed to perform

well in practice. [25] uses convex optimization to operate a

portfolio of electrical storage devices. In [26], we present a

change of variables that renders the problem fully convex

and demonstrate efficient closed-loop simulations with real

wind data.

II. WIND POWER PLANT

In this section, we describe the dynamic model used for the

WPP in the paper. The WPP can have a number of individual

wind turbines arranged in a certain geographical topology

and one central storage unit. We describe the simplified

dynamics of rotational motion, the constraints of the system

and the function reflecting the objective of operating the

plant.

A. Wind Turbine Model

The WPP in the examples consists of turbines using the

NREL 5MW model since this is openly available, but, could

easily be substituted with any specific turbine model. The

model is described in detail in, e.g., [27], [28]. We simplify

the model and derive the system equations as follows.

Neglecting the shaft torsion, we describe the turbine itself

by two dynamical states, the generator speed, ωg, in rad/s
and the generator torque, Tg, in Nm.

ω̇g =
1

Ig + Ir/N2

(

Tr

N
− Tg

)

, (1)

Ṫg =
1

τg
(Tg,ref − Tg) , (2)

where Ig and Ir are the inertias of generator and rotor

respectively, N is the gear ratio, τg is the time constant of

the generator and Tg,ref is the torque set-point. The torque,

Tr, delivered to the rotor by the wind is given by

Tr =
1

2
ρACP(λ, β)

v3

ωr

,

where ρ is air density, A is swept area of the rotor, v is

wind speed in m/s, ωr is angular rotor speed in rad/s, and

the coefficient of power, CP, is a look-up table (see Fig. 1)

derived from the geometry of the blades as a function of

TSR and blade pitch angle (β) in degrees. TSR is defined

as λ = Rωr/v, where R is the rotor radius in m. We use

ωr = ωg/N to eliminate ωr and describe the power produced

in the generator by

Pg = ηgTgωg,

where ηg is the generator efficiency.

B. Energy Storage Model

We use a simple integrator for illustrating the central

energy storage and describe its state-of-charge (Q [J]) in

discrete-time by

Q(t+ Ts) = Q(t) + c(t)Ts, (3)

where c is the charge rate in W and t denotes time. We

assume that the energy storage is lossless. However, in

reality batteries have losses just as, e.g., refrigeration systems

increase the heat load, and thereby the power loss, as the

temperatures are lowered to store extra cooling energy. A

loss term could be modeled as −ηlossQ(t) which is added to

the equation above, but, as our time-scale for storing energy

is in the range of seconds to minutes, we neglect this.

We can now find the power supplied from the WPP to the

grid

Pgrid = Pg − c.

β
(◦

)

λ
2 4 6 8 10 12 14 16 18

0

5

10
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25

Fig. 1: Coefficient of power CP. The peak power coefficient is
0.482.
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C. Control

Manipulated variables: Our optimizer manipulates the set-

points to the generator torque, Tg,ref , and the pitch angle,

βref , for each individual turbine in the WPP. Normally,

the pitch is controlled by an inner loop exercising a gain-

scheduled PI controller. This controller samples up to 100

times faster than our MPC and we set βref = β as long

as the slew rate limit on βref is observed. Additionally, we

manipulate the charge rate, c, to/from the central energy

storage.

Measured variables: The controller bases its decisions on

measurements of the rotational speed and generator torque

in each turbine, on the known current wind speed, and on

the filtered, predicted future values of the latter covering the

entire prediction horizon, Np.

D. Constraints

The extracted power, Pg, must be equal to or less than

the available power in the wind, Pw, which is a function of

the wind speed, v. The turbine is build for a rated power

and when the available power in the wind exceeds this

level, the blades gradually pitch out of the wind to keep

the extracted power at the rated level and reduce loads on

the turbine. Likewise, the extracted power can only follow

the available power curve down to a certain level, Pmin, due

to the mechanical design. Thus,

Pmin ≤ Pg ≤ Prated, (4)

Pg ≤ Pw(v), (5)

For security reasons, the turbine is turned off for wind speeds

above 25m/s. Therefore, Pw = 0, and the constraint (4) is

not relevant for such high wind speeds.

In addition, four physical constraints are given by the

system

0◦ ≤ β ≤ 90◦, (6)

−8◦/s ≤
β(t+ Ts)− β(t)

Ts

≤ 8◦/s, (7)

c ≤ Pg, (8)

and

0 ≤ Q ≤ µPrated, (9)

where we introduce the variable µ which is the maximum

needed storage capacity in per unit (pu), i.e., normalized by

rated power.

The rotational speed is usually limited by a maximum

rated speed, mainly due to too high loads on the turbine

at higher speeds. However, since we want to put the turbine

inertia in play, we allow for higher speeds and introduce the

parameter ωos which is the fraction of the rated maximum

speed that we accept as over-speed.

ωg,rated,min ≤ ωg ≤ (1 + ωos)ωg,rated,max. (10)

The power supplied to the grid Pgrid must fulfill the power

gradient

−∆pu ≤

Pgrid(t+ Ts)− Pgrid(t)

PratedTs

≤ ∆pu, (11)

where ∆pu ∈ [0, 1] is the grid code for maximum power

gradient in per unit with respect to rated power.

In this study, we do not include the wake effects that

couple the individual turbines through the downwind wind

flow which is affected by the amount of power extracted by

upwind turbines. This type of constraint is a focus of our

future work.

We define the set Ω as all (Tg,ref , βref , c) that satisfy the

system dynamics (1)–(3) and the constraints (4)–(11).

E. Cost

We assume in this study that the objective of the WPP is

to maximize the average power supplied to the grid. Alter-

native operating modes such as delta production (keeping

a reserve by producing less than possible) or frequency

response (reacting on frequency deviations on the grid to

support stabilization at nominal grid frequency) are thus

not considered. The supplied energy, E, over the period

[T0, Tfinal] is

E =

∫ Tfinal

T0

Pgriddt.

Furthermore, we have a cost on the available storage capac-

ity. For a period [T0, Tfinal] this is

S = max [µ]
Tfinal

T0
cstorage.

We can consider the storage price, cstorage, as a tuning

parameter or as directly reflecting, e.g., purchase price of

batteries divided by their lifetime, a service agreement with

a flexible consumer, etc. Thus, S is a cost in the design phase

only (or for simulations as we will show here).

F. Nominal Controller

We compare the performance of our proposed method to

the solution from the nominal wind turbine control strategy,

also defined in the NREL 5MW model. For natural reasons

this system is only capable of obeying the power gradient

constraint in three cases: 1) When the rate-of-change of the

available power in the wind is less than the power gradient

constraint. 2) When the available power in the wind only

changes from one point to another, where both are above

rated power. 3) When sufficiently large amounts of storage is

added and its charge/discharge is controlled by some kind of

predictive control with knowledge of the future wind speed.

III. MPC CONTROLLER

The WPP is influenced by disturbances from the wind

speed which we can predict (with some uncertainty) over

a time horizon into the future. The controller must obey

certain constraints, while maximizing the power supply and

limiting additional costs for storage. Economic MPC can

address all these concerns. Whereas the cost function in

MPC traditionally penalizes a deviation from a set-point,

the proposed economic MPC directly reflects the actual

costs of operating the plant. Like in traditional MPC, we

implement the controller in a receding horizon manner,

where an optimization problem over Np time steps (the

control and prediction horizon) is solved at each step. The
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result is an optimal input sequence for the entire horizon, out

of which only the first step is implemented. The optimization

problem is thus formulated as

maximize E − S,
subject to (Tg,ref ,βref , c) ∈ Ω,

(12)

where the variables are Tg,ref , βref and c (all functions of

time). Instead of (12) we solve a discretized version with Np

steps over the time interval [T0, Tfinal],

{Tg,ref ,βref , c} =
{

T k
g,ref , β

k
ref , c

k
}Np−1

k=0
. (13)

The MPC feedback law is the first move in (13). The

controller uses the initial state as well as predictions of the

wind speed for the time interval. The predictions could come

from any good sources available, see e.g., [29] where 10-

minute ahead predictions are implemented.

A. Sequential convex programming method

As we saw in §II, neither the feasible set Ω nor the

cost function term P are fully convex. Instead of using a

generic nonlinear optimization tool, we choose to solve the

optimization problem iteratively using convex programming,

replacing the nonconvex terms with convex approximations.

In each iteration, i, we perform a first-order Taylor expansion

of the nonconvex parts around the operating point found in

iteration i − 1, estimating the derivatives that involve table

look-ups by perturbing the parameters. As the wind speed

v is predicted we can use v3 as input to our model instead.

We establish the following linear approximations

T̂ i
r =Tr

i−1+

[

∆Tr

∆ωr

,
∆Tr

∆CP

]i−1[
ωi
r − ωi−1

r

Ci
P − Ci−1

P

]

,

P̂ i
g=Pg

i−1+

[

∆Pg

∆ωg

,
∆Pg

∆Tg

]i−1[
ωi
g − ωi−1

g

T i
g − T i−1

g

]

.

Thus, in each iteration we solve a convex optimization

problem, which can be done very reliably and extremely

quickly [30]. While our proposed method gives no theoretical

guarantee on the performance, we must remember that the

optimization problem is nothing but a heuristic for computing

a good control and that the quality of closed-loop control

with MPC is generally good without solving each problem

accurately.

B. Regularization

We use two different types of regularization in the op-

timization problem. To avoid oscillations from iteration to

iteration, we add proximal regularization of the form

ϕprox = ρprox

N−1
∑

k=0

‖Xk
−Xk,prev

‖

2
2, (14)

for each of the control variables X = {Tg,ref , βref , c}. The

superscript ‘prev’ indicates that it is the solution from the

previous iteration and ρprox is a constant weight chosen to

damp large steps in each iteration. In addition, we add a

quadratic penalty on the rate-of-change (roc) of the manip-

ulable variables,

ϕroc = ρroc

N−1
∑

k=1

‖Xk
−Xk−1

‖

2
2. (15)

This regularization term serves two purposes: It improves the

convergence of the sequential programming method, and also

discourages rapid changes, which helps reduce oscillations

and fatigue loads.

C. Algorithm

Algorithm 1 outlines the method. The term nominal refers

to the solution obtained from the nominal controller. We use

this as a baseline for initializing the algorithm. In MPC, the

solution from the previous time step is usually well suited

for warm-starting the algorithm.

Algorithm 1 Iterative optimization.

Initialize
{

T
0
g,T

0
r ,ω

0
g,ω

0
r ,C

0
P,T

0
g,ref ,β

0
ref

}

= {nominal(vk)}
Np

k=1,
i = 1.

Compute

T̂
i

g, P̂i

g and Ĉ
i

P, from {Tg,Tr,ωg,ωr,CP,Tg,ref ,βref}
i−1

and v.

Solve

maximize Ei

− Si + ϕprox + ϕroc,

subject to (Ti

g,ref ,β
i

ref , c) ∈ Ω̂,
Update
{

T
i

g,T
i

r,ω
i

g,ω
i

r,C
i

P,T
i

g,ref ,β
i

ref

}

, and i = i+ 1
Repeat until convergence.

IV. RESULTS

In this paper, we apply the proposed method to a concep-

tual study limited to only one wind turbine. We implement

and solve our controller for different scenarios using CVX

[31], [32]. In this section, we report on results with a power

gradient constraint as low as 3% of the rated power per

minute (∆pu = 5 ·10−4pu/s) and with an allowed overspeed

of 50% above rated speed for short time intervals. We sample

with Ts = 1s intervals and use a horizon of 5 minutes (Np =
300) in this case. Obviously, a wide range of solutions can

be obtained depending on the specific ramp rate of the wind

speed, the wind speeds before and after the change occurs,

the allowed amount of overspeed and the definition of storage

price versus power sales price. In this paper, we give proof-

of-concept of the method, using a few selected trajectories,

and for the next version of this work, we will derive a more

generalized measure of the relation between wind ramp rates,

overspeed ratio, power constraint, and storage capacity.

Fig. 2 shows examples of how our proposed method per-

forms in different cases, while satisfying the power gradient

constraint. For all four cases shown in the figures, we can

calculate the total power delivered to the grid from t =
0 . . . 800s. For the scenario in figures 2(a)–2(b) (wind speed

changes from 10m/s to 8m/s), the available power in the

wind is below the rated power for the entire interval. Thus,
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Fig. 2: Test of power gradient satisfaction. We use pu as the unit for all quantities, except the state-of-charge (Q) which is normalized
first with respect to maximum storage capacity. In all scenarios we let the wind speed drop from v1 to v2 linearly from t = 400s to
t = 430s, and we show cases with high and low storage cost. Pg,nom is the power output from the nominal controller.

no extra power exists for accelerating the rotor beyond rated

speed. If central energy storage is relatively cheap (Fig. 2(a))

this is used entirely as a buffer for achieving the commanded

power gradient while the turbine behaves exactly as with the

nominal controller. In this case, the total amount of energy

delivered to the grid is equal to the nominal case too. As the

price of energy storage increases the controller trades off the

power production that is lost during the phase where the rotor

is accelerated, in order to use that kinetic energy during the

power ramp to reduce the peak of needed storage capacity.

In Fig. 2(b) the storage capacity is reduced by 26.5% at the

cost of 1.3% of the energy delivered to the grid, compared to

Fig. 2(a). For the scenario in figures 2(c)–2(d) (wind speed

changes from 12m/s to 10m/s), the available power in the

wind goes from above rated to below rated power. In this

case, the rotor can be accelerated to reach the maximum

allowed speed just when the available power in the wind

begins to drop. This kinetic energy is used during the power

ramp no matter how cheap storage is, as it only adds to

the total delivered energy. In Fig. 2(c) the amount of energy

delivered to the grid is 1.6% higher than with the nominal

controller. When storage cost is increased, the utilization of

stored inertia is shifted towards the time when the storage

needs peak, to reduce the required additional capacity, and

the extra production gained otherwise is now traded off with

storage cost. In Fig. 2(d) the energy delivered is just 0.03%

less than with the nominal controller while the storage need

is reduced by almost 7%.

A. Convergence and Computation

When initialized with the trajectory from the nominal

controller, the proposed method generally converges in 5–

10 iterations. In MPC, however, the open-loop trajectory
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from the previous run of the optimizer, shifted one time-

step, is an excellent guess on the next outcome and is well-

suited for warm-starting the algorithm. Using this warm start

initialization, the method generally just need a couple of

iterations to converge.

V. CONCLUSION

In this paper, we present an approach to power gradient

reduction for fulfilling future, tighter grid codes and for

improving the quality of power delivered to the grid from

wind power plants. We utilize turbine inertia as a resource

of distributed energy storage, limited by the rotational speed,

in addition to a central storage unit which is associated with

an extra cost. Our method is based on convex optimization,

solved iteratively to handle the nonconvexity of the aerody-

namics. Simulation on realistic models reveal a significant

ability to reject the disturbances from fast changes in wind

speed, ensuring certain power gradients, while keeping the

amount of produced power close to nominal. We can easily

trade off lost production versus price of extra energy storage.
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In this PhD thesis, we consider problems in the 
design and implementation of economic model 
predictive control (MPC) policies for two industrial 
applications: commercial refrigeration and power 
production by wind turbines. For the refrigeration 
systems, the goal is to enable flexible and efficient 
power consumption, and for the wind turbines, we 
aim at improving power quality and integrability to 
the grid. We apply economic MPC and present nov-
el studies on modeling and problem formulations 
for the industrial applications, means to handle 
uncertainty in the control problems, and dedicated 
optimization routines to solve the problems in real-
time. We present careful numerical simulations 
with validated models in realistic scenarios. Our 
studies reveal a potential for significant savings in 
operating costs and demonstrate economic MPC 
combined with novel computation approaches to 
be a top candidate methodology for handling cur-
rent and future smart grid challenges.
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