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Abstract— this paper we present a Residue Number Systenmoduli and reduced delay;

(RNS) implementation of digital filters to be used for spacee reduced complexity of the arithmetical units when large
applications. The RNS is particularly attractive because ofvord lengths are needed:;

the reduced power dissipation with respect to filters realized reduced power consumption.

in the traditional binary representation. Furthermore, the re-

duced circuit complexity allows the implementation of pro- The drawbacks of the RNS are illustrated in the following
grammable structures, in terms of filter coefficients and dypoints:

namic range, a feature appealing for remote operations on

systems onboard satellites. « aninput converter is required to translate numbers from the
standard format (two’s complement) into the residual one;

« an output converter is needed to implement the translation

TABLE OF CONTENTS from the RNS to the standard representation.

1 INTRODUCTION N . .
The converters have a significant impact on complexity, la-
2 BACKGROUND ONRNS tency and power consumption. However, in the case of data
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version from analog to RNS [3],[4]. The inverse conversion,
1. INTRODUCTION from RNS to analog, which is not very appealing in actual

Residue Number System (RNS) arithmetic has been consi
ered for long time as an interesting theoretical topic due t
the complexity of the architectures deriving by the use of this
number representation. However, the rapid growth of Inte-

_ The payload of a satellite system represents a typical system

grated Circuits (IC) technology makes the use of RNS Su't'vvhich can take advantage from the use of RNS arithmetic. In

able for many DSP applications. A number of papers hav"f'h's application two main aspects are crucial:
been presented in the past years showing the advantages o}

the implementation of entire DSP subsystems in RNS arith-
metic [1], [2].

opular conversion schemes are from binary (two’s comple-

é?Epplications, has been presented in [2]. However, the most
ent) to RNS and vice-versa [5].

the power consumption;

« the access to the onboard resources.
The main advantages of the RNS representation are: Low power consumption is an intrinsic feature of the RNS
" . . . architectures, due to the lower complexity and, consequently,
+ the decomposition of agien dynar_mc range into parallelto a reduced switching capacitance. As already mentioned,
paths of smaller dynamic ranges, defined by the modul Sefhe parallelization usually implies a shortening of the critical

which leads to carry-free operations among paths in dif“ferenbath of a system, because narrower datapaths have shorter

0-7803-7651-X/03/$17.00 @ 2003 |[EEE carry chains and consequently smaller delays. In [6] and [7]
IEEEAC paper # 1059 the power dissipation in RNS structures is reduced by taking



) 2. BACKGROUND ONRNS
—=1 FIR filter mod m 4 f—»

In a Residue Number System, defined by a set of rela-
=1 FIR filter mod m ,|—= tively prime integerdm;y, mo, ..., mp} with dynamic range

X(t) Binery . RNSto v M= Hmi,_any i_nteget).( € {0,1,...M — 1} has a unique
_ ] torns Binary |  representation given by:
—=1 FIR filter mod m ;
Converter Converter X NS ( <X>m1, <X>m27 » <X>mp )

—=1 FIR filter mod m p|

where(X),,, = X mod m; = r;, i.e.
Figure 1. RNS FIR filter.

Xzai~ml-+ri; 221,,P
Operations on single moduli are done in parallel

advantage of this parallelism.

Zm1 = <Xm1 op Ym1>m1
In [6], the supply voltage is reduced, resulting in a quadratic Z=XopY RNS Zmy = Xy 0P Yony )m,
reduction of power, until the speed-up over the traditional im- e . .
plementationis one. In [7], the supply voltage is reduced until Zmp = (Xmnp 0P Yinp )mp
a desired value of delay. In [8], we presented an approach to
reduce the power dissipation in a RNS filter without penal-Therefore, the RNS allows the decomposition of a given dy-
izing its speed. We used the time slack available in the nofamic range in slices of narrower bit-width on which the com-
critical parallel paths and reduced the power supply for thes@utation can be implemented in parallel [1], [2].
moduli until delays in all paths are equalized to the critical

one. In this way, we reduce the power dissipation without"he conversion of the RNS representationotan be ac-
affecting the overall performance_ Comp|IShed by the Chinese Remainder Theorem (CRT) [2]

P

In addition, because these structures are parallel, we can,, o M
for some applications, make partial use of the computing re- Z = <2; mi - (i me L with 777;
sources, by disabling the circuitry in some moduli path and = M

reducing the power dissipation.

mg

andm; ! obtained by(m; - m; 1), = 1.

i

Another consequence of the lower complexity of the RNS 3. RNS FIR FLTERS

datapaths, is that they can be made programmable or con- _ _ o

figurable at a smaller cost than corresponding binary datapthe starting point of our design is a programmable N taps
aths. For example, in the implementation of FIR filters in theerror-free FIR filter which, as shown in Figure 1, is decom-
two’s complement system (TCS), usually the multipliers arePosed into P filters working in parallel

realized by hard-wiring the filter coefficient to simplify the

partial products array (when a bit is zero the corresponding B al ) BNS

partial product is not generated) and obtain a smaller area. y(n) = Zakx(” —k) =

In RNS, multipliers have lower complexity and therefore, the k=1
impact on the area, and on the power, of implementing full N
multipliers (with programmable coefficients) is not as expen- Yin, (n) = <Zk:1 (Am, (k)

sive as in TCS. Y, (1) <fo_1 (A, (k)

Koy (0= K))im, )
X

k))ms

n—
mi
n—

ma (
ma

This work proposes a complete RNS architecture for an on-

board satellite front-end. A RNS low power FIR filter ar- Yy (n)
chitecture is connected to a direct converter from analog to

RNS [4]. The performances of the proposed architecture

are compared to the existing traditional realizations. Resultin the paper, we indicate the-th modulus withm; in ex-
show that RNS filter offer lower power dissipation than cor-pressions where other moduli appear, and just witiwhen
responding TCS filters, and also more flexibility in terms of we refer to operation done in a RNS path (only one modulus
programmaubility. involved).
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Figure 2. FIR filter in a) direct form, b) transposed form and c) carry-save transposed form.

FIR filters can be either realized in direct (Figure 2.a) or transtime in registers.

posed form (Figure 2.b). For filters in direct form, the accu- t., (V) is the delay due to buffering af. input to all taps.

mulation of the contributes of all the taps can be done with ¢,,.,ap v L7 IS the delay of the modular multiplication which

a tree of adders. In general, filters in different moduli pathsdoes not depends on N, but is proportional to the size of the

can be implemented in different forms, as long as the timingnoduli.

is consistent. tmodaapD 1S the delay of the modular addition, which de-
pends on the size of the moduli.

Considering the delay of FIR filters, both the direct and the ¢... (V) is the delay introduced by the tree of adders, which

transposed form show a delay which depends on the numbéas a logarithmic dependency of N.

of taps (N). For filters in direct form the increased number of ¢,..4(V) is the time needed to reduce the output of the tree

taps, implies a delay increase in the tree of adders. Furthete a modulusn; value.

more, for direct form, we need to reduce the result of the addi-

tion in a number modulus:;. We call this operation modulus In [8], we introduced the carry-save (CS) representation of

reduction. For filters in transposed form, as N grows, we havéhe residues which allows a reduction on the addition time in

to add (or increase) the buffering for The expressions for the transposed form (Figure 2.c). With the CS representation

the delays of the filters in the two forms, except conversionsye avoid to compute the modular addition in every tap and

are: reduce the addition time to the delay of a XOR gate, as later
explained in detail. The drawback of the CS representation
tpIR = tREG + tmodMU LT + tiree(N) + trea(IV) is that registers are doubled and that, at some point, we need
trr = tabuf(N) + tmodMULT + tmodaDD + tREG to perform the two term addition and extract its modulus
where: However, the critical path for a carry-save transposed form
' RNS-path (CS-RNS in the following) is

trEec IS the delay due to both propagation delay and set-up tcs—rns = tabuf(N) + tmoamuvrr +txor + trec
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Figure 3. a) Structure of modular adder. b) Modular adder whegs- 2" — 1.

In the rest of this section, we describe the implementation Ta T b
detail of filter taps, limiting the discussion to filters in trans- =TT ST
posed and carry-save form. table table
X

Implementation of modular addition Y
The modular additioa; + az),, consists of two binary ad- adder mod m |
ditions. If the result ofa; + a, exceeds the modulus (it is det. 0 det. 0
larger thanm — 1), we have to subtract the modulus In
order to speed-up the operation two additions are executed in | IlTW
parallel: table

(a1 + CLQ) and (a1 —+ ag — m) l p
If the sign of the three-term addition is negative it means that Figure 4. Structure of isomorphic multiplier.

(a1 4+ a2) < m and the modular sum & + as), otherwise
the modular addition is the result @&, + as — m). The )
above algorithm can be implemented with a carry-save addeétdder is
(CSA), two n-bit @ = [log, m]) adder$ (nCPA), and a mul- toaabD = tesa +tnepa + Euix -
tiplexer as shown in Figure 3.a.

The delayt,,cp4 depends on the bit-width of the operands

The modular adder can be simplified when: and, therefore, on the modulus

m = 27, In this case a modulu®® addition only requires Modular Multiplication
the sum of the: least-significant bits.

m = 2" — 1. In this case, indicating witl,,; the carry-
out of the most-significant bit (MSB), the modul@3 — 1
addition is computed as

To reduce the complexity of modular multiplication, we use
the isomorphism technique [9] to implement the product of
residues. This method works quite well for small prime mod-
uli (m < 64). By using isomorphisms, the product of the two
residues is transformed into the sum of their indices which
are obtained by an isomorphic transformation. According to
and it can implemented, eliminating the carry-save adder of9], if m is prime there exists a primitive radixsuch that its
Figure 3.a, with two n-bit adders in parallel, one with carry-in powers modulusn cover the sefl, m — 1]

cin = 0, the other withe;,, = 1 and then selecting the cor- w
rect result according to the,,;, computed in the adder with P=(q")m

cin = 0 (Figure 3.b). Both transformations — w andw — p can be implemented

) with m-I-entry tables. Therefore, the productohndb mod-
In the general case of Figure 3.a, the delay of the modulag,s., can be obtained as:

a= (a1 +az)em_1 = a1+ a2 + Cout

withp e [1,m —1],w € [0,m — 2] .

LAdders are implemented in a carry-look-ahead scheme. An extra inverter (@-b)ym={(q")m , w=(@+Ym1, a={(q")m
is required in théa; + a2 — m) adder to obtain the sign. b={q¥)m
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Figure 5. Isomorphic multiplier after first modification. Figure 6. Isomorphic multiplier after second modification.

In order to implement the modular multiplication the follow- 5 ¢, s positive (e.g.z + y > m;) we access the normal
ing operations are performed: IIT table: -

. . . . . otherwise we access the HTable, as previously shown.
1. Two direct isomorphic transformations (DIT) to obtain
andy; In this new scheme (Figure 6) we have eliminated the carry-

2. One modulusr; = m — 1 addition(z + y)m,; __save adder which was in the critical path, while the modifica-
3. One inverse isomorphic transformations (IIT) to obtain they;, < in DIT* do not affect the table delay.

product.

. . . .In conclusion, with these two modifications we reduced the
The table_s are |mplemented as synt_heS|zed multi-level log'%ritical path of the isomorph multiplier to:
and special attention has to be paid when one of the two
operands is zero. In this case there exists no isomorphic cor- ¢ 1o = tisomuit = tpiT + thopa + trrr .
respondence and the modular adder has to be bypassed. The

delay of the resulting scheme, shown in Figure 4, is
Because the input (or its delayed value for direct form) is

tisomutt = tprr +tcsa +tncpa +tymux it - the multiplicand of all the multiplications (see Figure 2), DIT
tables can be incorporated in the binary to RNS conversion,

As a first step to simplify the structure, we eliminate one OfWhile the coefficients of the filter (multiplicators) can be di-
' ectly loaded at start-up as isomorphism indexes.

the adders in parallel and we incorporate the modulus redud’

tion in IIT table, as follows:
Carry-Save RNS path

1. we computex +y — my (m; = m — 1, x andy are the  |n order to speed-up the operations by making the clock pe-

indices of the isomorphism); riod shorter, we can resort to a carry-save (CS) represen-
2. if the result is positive (e.gz + y > my) we access the tation for the binary representation of residugs{, Yc;)
normal lIT table; and avoid to compute the modular addition in every tap.

otherwise we access a modified table {)Th which the in-  The operands to be added in a tap are three: the product
verse isomorphism is addressed fy+y — ms)x, where  p, = (A(k)X (n — k)),, and the carry-save representation of

k = [logymy]. Y).—1 (Figure 2.c)
In this new scheme, depicted in Figure 5, the IIT tables Ysp = sum(Ysp_1,Yex—1,pk),
are more complex (entries are doubled) than in the original Yep = carry(Ysg—1,Y ck—1,DPk)-

scheme, but the delay is not increased because the multiplex

in the last stage of the modular adder is eliminated. qrhe structure of the carry-save RNS tap is shown in Figure 7.

The critical path is:

As a second step, we can incorporate the addition of the con- tos mns =t

stant—m; in one of the DIT tables. The scheme of Figure 5

is modified as follows: The critical path is essentially determined by the multiplier
latency, being ... andtrge unavoidable, and beingor

1. In one of the DIT tables instead of addressing the index othe minimum delay for a half-adder.

y we address =y — my;

2. using a n-bit adder, we compute However, the CS-representation implies the doubling of the

w=zx+e=x+y—mr, registers, and, as the number of taps increases, a logarithmic

abuf(N) + tmodmuLT + tx0R + tRECG
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increase in the bit-width of CSAs and registers. For this rea- P imi2
son, it might be convenient to insert everytaps someae- } oim,

lay stations(RS), which assimilate the CS representation of Vin

Y, and extract its modulusy, to prevent the bit-width from —
growing too much. Relay stations are depicted in Figure 8 v, W
and their delay is >
trs = tcpa&mod(n) + trREG R f—
Vv
They introduce an extra cycle of latency, but they can also 1 P
be used to better dimension the bufferingXf(i.e. reduce R L

tmbuf)'

The spacing of relay stations (i.e. the numheof taps be-
tween two relay stations) can be determined by findingithe
which satisfies

Figure 10. a-extractor architecture.

{ touf, + touss - N+ tmoamuLT +txoR +tREG < Teiock

tcpa&mod(n) + tREG < Tclack
The proposed architecture is derived from the two stage flash

converter. This last kind of converter was introduced because
the flash converter becomes too complex when the the word-
length is greater than eight bits and the resulting circuits are
Recently, in order to take advantage from the RNS represenieo slow. The analog to RNS converter (ARNS) proposed is
tation, a new architecture for a RNS flash Analog to Digitalshown in Fig. 9. The figure refers to a three moduli repre-
Converter (ADC) was proposed by the authors [4]. This arsentation. In this figure, the determination of each residue is
chitecture, which exhibits a complexity comparable with thatimplemented by a structure similar to the scheme of the two
of atraditional ADC, provides a suitable algorithm for the de- stage flash converter. A first stage determines the integer quo-
tection and the correction of the RNS residues, avoiding théient («-extractor) and a second stage determines the residue.
errors that can be induced in such a non-positional represeifowever, since the integer quotient is not of interest, its de-
tation. termination can remain analog, thus avoiding the A/D and

4. ANALOG TO RNSCONVERTER
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Figure 11. Correction block architecture.

D/A converters. Thex-extractor is realized by the circuitry form a binary conversion of the difference
of Fig. 10, very similar to the input part of the two stage flash
converter. A correction block is also introduced to avoid the
problems of wrong conversion. QM — Qjm; =T — T =Ty

If some errors occur in the ARNS conversion, some ofithe . o .

are not equal td.SB(X). We can assume that the correct Using this difference, it results that the correct value pis
value of the parity §*) can be chosen on the basis of the ma-91Ven by

jority voting rule. Therefore, we can select the wrong parity

p; § = 1...L for which we have that either; or r; are wrong
(if a; andr; are together wrong, the paripy is equal top*
and the presence of these errors cannot be detected.

T’j = Tij +7’i

Fig. 11 shows the structure of the correction block.

Assuming that we have an error in the least significant bit,

a;; can be wrong itX is very close to a multiple of;: in
this case, the correspondingwill be either0 orm; — 1. To
determine the correet; we must check;.

If r; = m; — 1, o; must be changed in; + 1 andr; in 0.

If r; =0, a; must be changed in; — 1 andr; inm; — 1.
Therefore, the parity; is changed irp*.

If X is not close to a multiple of m i.e. r; # 0 and

r; # m; — 1, itis not reasonable to suppose thatis wrong;
then we assume that is wrong and must be changedrip-1

The structure of the proposed ARNS converter, shown in Fig.
9, is composed by N ideal converter chains (one for each
modulus) compose that scheme. Each chain is considered
ideal; i.e. noise and non-linearity effects are absent. More-
over, the overall actual internal noise is taken into account by
noise sources placed at the input of each modular converter.
In the following analysis, we consider truncation quantization
but similar methods can be developed for analyzing ARNS
converters based on other quantization laws.

Let us consider an input noiseless voltdgeand the chain
conversion related to theth modulus. The sum of the input
and the noise voltages gives the final valde= V + n;,

or r; — 1. Unfortunately, we do not have sufficient informa- wheren; represents the introduced noise.
tion to resolve this ambiguity. This problem can be overcome

by introducing some additional hardware. In fact, we can pery; is worth noting that, in the analog to RNS conversion,



all the modular converters use the same quantizationgstep Modm Modm Modimw
therefore the distancA of the voltagel” from the quantized - - ;
guantityV’ (defined by the expressid?’ <V < V' +q) is
the same for all the modular chains. This concept is sketched - wg — g - wiq
in Fig. 12 where the input voltageé and its quantized repre-
sentationl’’ are shown, together with noiseless quantization
error A. For each modular chain is also reported the corre-
sponding residue value. i % o

‘?NAL— W W W
In that figure, beside the quantization grid, for each modulus,
is also represented the Probability Distribution Function (pdf)
of the actual input voltag®; of each channel. For the sake
of simplicity, our analysis supposes that all the channel nois
sources have the same variamce For the i-th modulus we
have the error probability expression

%igure 12. Quantization voltage levels grid for the different
modular chains.

T~
o _ 1 g R—— 95
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Above expression computes the probability of obtaining &

voltage valueV; lying outside the correct quantization in- 08 =
terval. For anN-moduli converter, according to the major- 075 \ Nci

ity voting rule, we are able to correct the final values of the N=3
residuesr; if and only if the number of wrong residues is QF ADC

less thar[%J (here we assume that the probability of uncor- 0.65

rectable errors that preserve the parity is negligible). 06

Considering all the possible correctable error combination:

and their own probabilities, the probability to obtain a cor- 0.5
. o . . 0 0.1 0.2 03 04 05
rect conversion result is given by the following expression: g
Figure 13. Error vs. noise variance

N NN-1)..(N=-J+1) ; iy

pe =32 ( ) j(, )i (1 — po) ¥
R M
m; = —
m;

The probability values of correct conversion result computed
for various values of N (the number of the moduli used in
the RNS representation) are compared with the probability oéind the quantities:; * represent the multiplicative inverse of
correct result for the traditional ADC having the same quan+i;, i.e.

tization step (see fig.13).

5. THE OuTPUT CONVERSION (i Y, =1 )

In this section a new efficient architecture for the implementa-
tion of the output conversion is shown. This architecture caWWhen (1) is implemented by a digital architecture two prob-
be configured for a set @f moduli and for the conversion of lems arise. The first one concerns the complexity of the in-
unsigned and signed integers. The classical formulation fovolved arithmetic operations (a set of modulo additions and
the Chinese Remainder Theorem based dhmoduli setis  modulo multiplications are required). There are a number of
methods to efficiently implement the computation of the term
H. In [10] look-up tables (LUT) are used to compute the
N . terms and a tree of carry save adders implements the summa-
(X0 = Y _ i, ridm, ) =(Hu @) ion
=1 M
The second problem is related to the computation of the ex-
where( ) is themod T operator,M = Hf;l m;, ternalmod M operation. This operation is very complex [11]
ri = {(X)m, ¢ € [1, N, due to the large value d¥/ in the finalmod M operator and



to the dynamic range of the teriii. In fact, from (1) we

obtain the following bounds c— X *2<5(>2h _ X ;}LTN ®)
N Starting from this value the converted vali can be ob-
0<H-= 1 (1) m, <Z%'(mi—1)<N~M tained by
a i=1 ' T
3)
X=€-2h—|—’I“N. 9)

Equation (3) shows the relation between the rang& @&nd
N. Moreover, the methodologies used for the modulo com- . . .
putation of specific modulus set (as those based on modu-lli—he€ value can be computed by introducing (6) in (8)

close to powers of two) do not appear to be useful for this

modulo operation. Indeed, if we maintain the generality of H—2Fpy ~
! . SN oM
the procedure, the final modulo cannot be constrained. To e = 2—k (10)
obtain a more suitable form for theod M operation, let us 2
consider the numbex -2* beingk a suitable integer quantity. .
Multiplying both the members of (1) b3 we obtain whereM = M/2". Since the definition of the terr im-
plies that
N
X2k = ni(m Lo 28, 4
X -2 <§_:1m iy e 2 1>M & (H)gn = (2rn),, (11)

The terms of the summation in (4) have the same dynamighe first term of the numerator of (10) is an integer quantity
range as given by (3) since the fact® appears inside a H given by
mod m; operation. Equation (4) can be rewritten as

~ H — 2k7”N
N H= o (12)
X-28 ="t 26, —a- M (5)
=1 Using (12), (10) can be rewritten as
wherea comes from the external modulo operation. From (5)
we get H-a-M
€= 0 (13)
Y _ S (gt 28— M _H—-a-M Due to the scaling by the fact@r, this expression requires
2k 2k for its computation a reduced dynamic range. Eq.(13) is sim-

®)  larto (6) and, as we show later, a simplified method can be

. o used to select the valuel!. In the following, all the expres-
Properties of (6) has been exploited in [12]. Due to the pres ions are defined in terms of I, 7.

ence of a power of two modulus, this expression cannot b&
directly used for the computation of the output conversion - . . .
In the present case, (5) must be modified by taking into ac“_l'he most difficult task, in the evaluation of (13), is the com-

count that one of the residues, is a power of two (we suppos@utat'on of the terrrpM. To solve this proplem, we first
my = 2"). In this case, we have evaluate the dynamic range of the tefin Starting from (12)

we obtain

Xz =ry % < H<N-M (14)
From (7) it derives that thi least significant bits oK corre-

spond to theh bits of . This means that the reconstruction consequently, the facterbelongs to the intervat2* < o < N.
of these bits does not require any operation in the residue to

binary conversion process. In this case, the main task of thetarting from this result, (13) suggests an efficient method to
converter is the reconstruction of the remaining most signififind the right valuen - M to be subtracted té/. In fact, in
cant bits ofX . These bits correspond to the numbetefined ~ order to obtain integer values of(the reconstructed value),
as the quantityf[ —a- M mustbe a multiple o2*. This means



that thek least significant bits ofl — o - M must be equal N
to zero. Starting from this observation, we can derive that the H =1684, H =88=2TH4200s _ 909

correct value of the termy belongs to the subset .
g The correctr value is1. Consequently we hawve = 26 and

for X’ we obtainX’ = 26 - 8 4+ (7 + 420)s = 211 > 0.
T={ael:{a- Mg = (H)a} 19 this case we have to subtract the tePm= 420 obtaining
X =211 — 420 = —209.
Wherel is the set of integer numbers. This subset only de-
pends on thé& least significant bits off. Unfortunately, us- The VLSI Architecture
ing these bits we are able to select ofyvalues ofo - M,
out of theN 4 2% + 1 possible values, according with (14).
If £ is chosen such that

The converter architecture for a generic set of moduli is
sketched in Fig. 1. Th& LUTs are addressed by the residues
r; and store the terms

P a1 ok

%5 N_1 (16) my(m; - 2% (r; + P))m,
The LUT-N stores the termiy (riy' 25 (ry + P))my —

the values ofe - M can be computed starting from tf2& 2%(rn + P)an. A Carry-Save Adder tree is used to compute

positive values stored in a very small LUT. In fact, since - Thek least significant bits of/ are used to address the

must be a positive number, the quantfy — o - M must LUT aM that stores the multiples’). The selected multi-

be positive. If this does not happen, the obtained value oPle is added td7 in order to obtain the valug/. Theh least
a € Y is incorrect. From (14) and (15) the correct value isSignificant bits of the valugr,, + P) . are directly juxtaposed
obtained by subtracting® from the incorrect one. So, if’ is ~ With ¢’ to obtain the valueX’. The correct signed valu¥ is

the incorrect value addressed by the LUT anig the correct ~ obtained by a final summation. Depending on the sigiX of
one,¢ is obtained by the value—P or M — P is conditionally added tc”.

AVLSI implementation based on the moduli ¢8t 5, 7, 11,
H—a-M H-o M —~ 17, 64} for a 20 bit converter has been implemented (Fig.
€= = +M (17) 2). The architecture requires six LUTs that are normally
very small. In fact the input LUTs are related to the moduli
The procedure deriving from (17) can be summarized by thé{\/ordlength that can be chosen sufficiently small for the most
following steps. common dynamic ranges. The computation of the téfm
has been obtained by using a Carry-Save Adder (CSA), and
1. The terma’ - M is read from the LUT addressed by the a carry-save representation has been maintained where possi-
Iéast significant bits of ble. A Carry-Propagate Adder (CPA) has been used to obtain
2 The sumi — a- M is ;:om uted and the least sianificant the address to the LU&4\/. In the architecture, two different
bits are discarded P g results are computed in parallel and the correct one is selected
3. If the obtained ;esult is negative the quanﬂ@is added. by using Sgn(e’). The architecture has been mapped on a
XILINX-V1000-6 FPGA. The number of used Configurable
Logic Blocks (CLB) is 80 and the maximum delay is 14 ns
(taking into account the routing delays).

A numerical example

In the following, a numerical example is given. Let us con-
sider the case of a RNS representation based on the moduli 6. FILTERS IMPLEMENTATION ON FPGAs

set. In order to evaluate the performance of RNS and CS-RNS

mi = {3, 5,7, 8} filters, we have implemented error-free FIR filters (20 bits
wherer, = 23 (i.e. h = 3). The number of moduli is four dynamic range) in the traditional two’s complement system
therefore, from (16)k = 2. For this set we have (TCS), in RNS and in RNS using the carry-save scheme (CS-

) .1 RNS).

i = {280, 168, 120, 105}, ;' ={1, 2, 1, 1}, M = 840

M =105, P =420 For the traditional TCS filter we opted for a carry-save rep-

resentation in the taps to keep the cycle time as short as

possible. The produgt, = axx(n — k) is realized with

B & & a Booth multiplier [13] and the resulting partial products

H =280(1-2%- (r1 + P))s — 168(2- 2" - (r2 + P))s+ are accumulated in a Wallace tree structure which produces
120(1 -2 - (r5 + P))7 +105(1 - 2% - (ry + P))sg a carry-save representation of the product. Because the

sum at the(k — 1)-th tapY;,_1 = ¥ a;z(n — i) is stored
—={1, 1,1, 7}. in carry-save representation, an array of 4:2 compressors

and

Consider the valu& = —209 —= RNS
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Figure 14. The converter architecture Figure 15. The implemented architecture

[14] is required to reduce the CS representatiompofand  yrove the accuracy of the measurement, we averaged the val-
the CS represeptanon dfy—1 to the CS representation of | o5 optained for different clock frequencies £ 1/7,.) by
Yy, = Yi—1 + pi in thek-th tap. converting average power dissipation into energy consumed

S ) in a cycle:
The carry-save representation is finally converted into the

two’s complement representation by a carry-propagate adder
(realized with a carry-look-ahead scheme) in the last stage ofalues of E., and their average are also reported in Table 1.

E,=P-T. [nJ].

the filter. Then, by fitting the experimental points in a curve (Figure 16)
The critical path is: E.N)=FE-N+Ep , (18)
tres = tobus T tmuLr +losa-a2 +1REG - we find an expression of the energy dissipated in filters of a

given structure with any number of taps (Table 2). To better
We implemented six different filters: 8-tap and 16-tap TCS,evaluate the ternk,, we implemented a circuit with just the
8-tap and 16-tap RNS and 8-tap and 16-tap CS-RNS, all witfwo converters (binary-RNS and RNS-binary), connected in
dynamic range of 20 bits. The VHDL RT-level description of cascade, for the RNS and CS-RNS filter. We obtained an
the filters was synthesized and mapped on a FPGA by usin@verage value of;(0) = 5.8 n.J
the Xilinx Foundation suite of tools. By measuring the aver-
age current consumptioh we computed the average power
dissipation from B B E. [nJ] | N*

P=Vpp-I

in which Vpp is the FPGA core voltage supply.

Table 2. Expressions of, for the filters.

TCS 25-N+02 | -
RNS 09-N+56| 4

Table 1 shows the values of average power dissipation and CS-RNS| 0.7-N+5.7| 3
area occupation of the different circuits implemented. To im-




Table 1. Measurements of average power dnd

TCS RNS CS-RNS
8-tap 16-tap 8-tap 16-tap 8-tap 16-tap
T. P E. P E. P E. P E. P E. P E.
ns] | mW]  [ng) | mW]  [ng) || W] [nd) | W] [nd) | W] [d) | W] o)
1,000 205 20.5| 412 41.2 124 124 20.2 20.2 10.6 10.6 16.7 16.7
500 40.7 20.3| 81.2 40.6 243 122 403 20.2 21.6 10.8| 335 16.7
250 80.3 20.0/ 160.0 40.0 49.1 12.3| 810 20.3 428 10.7| 66.6 16.7
200 999 19.9| 1985 39.7| 608 12.2| 101.0 20.2]| 53.3 10.6| 83.0 16.6
100 | 197.6 19.7| 387.9 38.8| 1215 12.1] 198.7 19.9|| 105.8 10.6| 164.7 16.5
average 20.1 40.1 12.2 20.1 10.7 16.6
# slices 1240 2440 1364 2310 1358 2274
(% area) 17% 35% 19% 33% 19% 32%
35 e command @
30
%; . ﬁ/j s - Binary 5 R-NS to
2;15 }N} ///@/ m to RNS s e Binary ?aout
5 N i } /4/ Converter . Converter
s : : :
§ Figure 17. RNS reconfigurable filter.

0 2 a4 6 8 10 12 14

number of taps (N)

16 18 20 22 24

) lect the dynamic range and to load the filter coefficients. The
Figure 16. Curves ofErcs, Erns andEcsrns- filter includes the conversions binary/RNS and RNS/binary.

. . . Once a dynamic rangk/; < M is chosen, and consequently,
From F|g:|re 16 we can see that for filters with more thany, e nymper of bits required is smaller that the bit-width of the
4 taps (V* = 4) the RNS filter consumes less power. The oy (logy M7 < log, M) we can turn-off in the RNS filter

result obtained for CS-RNS filters is even more interesting;[he paths modulan; which are not needed to cover the dy-

in carry-save RNS filters, the modular sum namic M.

sk = (Sk—1 + agz(n — k))m, For example, by choosing the following set of moduli:
is not done in each tap, by}, (kept in carry-save format) is {3,5,7,11,13,17,19} a 22-bit dynamic range can be cov-
reduced to modulen; every 8 taps. Because additional reg- ered. If our system requires a dynamic range of 16 bits we
isters are required to keep a carry-save representatign®f ~ can use the set of modul§3,7,11,17,19} turning off the
there is a tradeoff between combinational logic (adders) an@aths through the moduli 5 and 13. As a consequence, for
flip-flops. By eliminating modular adders we speed-up thedynamic ranges smaller than the maximum range the power
operations and reduce the power dissipation. The power corlissipation is reduced.
sumption in the extra flip-flops does not offset this reduction.
Therefore, CS-RNS filters not only are faster than plain RNS/Ve designed the configurable RNS filter to have a maximum
(and TCS) filters, but also occupy less area and consume leggnamic range of 32 bits by choosing the following set of
power in a FPGA implementation. moduli:
{13,17,19,23,29, 31, 64}.

7. CONFIGURABLE DYNAMIC RANGE FILTER With these moduli, we have a granularity of four bits in scal-
The RNS reconfigurable filter is depicted in Figure 17. Theing the dynamic range.
figure shows a control Unit which is used to configure the fil-

ter and the converters, according to a command string, to sé&zach RNS path (Figure 18) is composed of 64 modular mul-
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tipliers (isomorph multipliers except fon; = 64), a tree of , o i
adders to add 64 operands, and gz, m;]-bit shift regis- Figure 19. Power dissipation of TCS and RNS for different

ters (Reg. A and B). dynamic ranges.

With this unit, we implement a programmable 64-tap FIR fil- ) -
ter the RNS processor is about 25% faster than the traditional

63 FIR filter and consume less power (at the same frequency).
y(n) =Y arz(n— k)

k=0 By reducing the dynamic range, we obtain for the power dis-
sipation, computed at 100 MHz, the results shown in Fig-
ure 19. For the TCS filter the range is reduced simply by
Feeding data with shorter wordlength, while for the RNS filter,
we also disabled, by turning off the clock, the paths through
the moduli not necessary to cover that dynamic range. The
ﬁgure shows that the TCS filter working at 20 bit dynamic

realized in direct form. The coefficients, are loaded in
register A in the first 64 cycles after reset, and the sample
z(n — k) are fed into register B one per clock cycle.

The dynamic range is adjusted to have an error free filter. Th

main feature of the filter is the reconfigurability in terms of range consumes almost the same energy of the RNS work-
dynamic range. The filter dynamic range is adapted to th?ng at full dynamics. ¢From the RNS set of points (staircase

groi(\:/ Zis:jn%;:&?g::r?tfgfé ;jrgzcltqi\[/\all?egihsdig:\tbﬁiedtr:g ((::I%\(/:% ape), we can see that the power reductions are due to the
9 y 9 y 9 ifferent configurations of active moduli, and, once a mod-

of registers A and B in the path. uli set is selected, the power dissipation is constant. For the
TCS, the set of points is on a straight line because by reducing
the input wordlength, the most-significant portion of the dat-
apath get filled with sign-extension itsvhich significantly

reduce switching activity.
« to set the dynamic range by selecting the required moduli g y

A command string, a sort of micro-instruction, is given to the
controller to perform the following tasks:

paths in filter; Table 3. Comparison of TCS and RNS.
« to load the coefficients in shift-register A;
« to stop/start the data acquisition/output, if requested. max. freq. area power

(ND2 equiv.) | @ 100 MHz
Because register A holds values which are constant for the TCs | 100 MHz 501.000 1170 mW
whole processing, we can use one binary to RNS converter ! i
to load both register A (at start-up) and register B (runtime). RNS | 125MHz | 177,000 840 mW
The RNS to binary converter is programmable in terms of dy-
namic range as well: when some moduli are not used in the
filter, the corresponding parts in the converter are disabled 8. CONCLUSIONS
by switching off the clock in the registers at the interface be-n this paper a RNS implementation of digital filters for satel-
tween the RNS paths and the converter. lite demultiplexing applications has been presented.

The implementation of the reconfigurable RNS filter has beermrhe RNS filter shows a lower power dissipation with respect
realized with the AMS).35um library of standard cells. In o filters realized in the traditional binary representation. Fur-
order to compare the performance of the reconfigurable RN$hermore, the reduced circuit complexity allows the imple-

filter in terms of throughput, area and power dissipation, wementation of coefficient programmable structures, a very ap-
implemented a programmable 64-tap FIR filter realized in thgyealing feature for satellite applications.

traditional two’s complement system (TCS) with 32-bit dy-

namic range. Table 3 reports the characteristics of the TCSZRadix-4 Booth recoding in multipliers transforms a sequence of 1s (neg-
filter and the reconfigurable RNS filter. The table shows thahtive numbers) in a sequence of Os.
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