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We recommend reading [1] section 1 and 2, [2] section 1 and 3.4 in detail. [3] gives a good introduction to Bε trees.

At the lecture we will talk about B-trees and a variant of these: the Bε-trees (called B-trees with buffers in [2]). If
time, we will also talk about string B-trees.

Exercises

1 [w] (a, b)-trees

1.1 Show all legal (2, 8)-trees that represent the set {1, 2,3, 4,5}.

1.2 Let T be a B-tree with branching parameter b and leaf parameter k = b. As a function of the branching
parameter b, what is the maximum number of keys that can be stored in T if T has height h?

1.3 Show the results of inserting the keys 41, 38, 31, 12, 19, 8, 43, 21, 34, 62, 1, 35, 5, 40 into an initially empty
(2,4)-tree.

1.4 Show the trees that results from successively deleting the keys 8, 12, 19 , 31, 38, 41 in that order from the
trees in the previous exercise. You should show how the trees look after each deletion.

2 Databases 1 You are working as a consultant for the company "Boxes, Boxes and Boxes", that sells boxes. They
want a database containing information about all their boxes. Each box has an id, a size a type, and a price. They
want to be able to update the database with insertions and deletions of boxes. The database should—in addition
to the updates—support the following queries efficiently:

• report(a, b): Return the id of all boxes with a size between a and b.

Give a data structure supporting the required updates and queries. Analyse the space and the I/O complexity of
your data structure.

3 B-trees Suppose we insert the keys {1, 2, . . . , n} into an empty B-tree with branching factor B and leaf para-
meter B. How many leaves does the final B-tree have?
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4 Secondary indices In a database, secondary indices can greatly speed up queries. Suppose you have a data-
base with items that have a key and k values, i.e., each item is a vector (k, v1, v2, . . . , vm), and an application that
performs queries on many different keys/values and return a function on other values in the vector, ie., it performs
queries such as return v3 + v8 for all items with value v7 in the range [a, b].

To solve this you can maintain an index for each key used in a query sorted by that key. Each index has infor-
mation that can be used to answer the queries. It can either have all the information required to answer the query
(this is called a covering index for that query) or otherwise it contains keys into the primary index, which you can
then use to lookup the information using a query into the primary index (see e.g. [3]).

Analyse the I/O complexity of the following queries and updates:

• a range query that is covered by the index,

• a range query that is not covered by the index,

• insertions

• deletions

if the indices are implemented using B-trees and Bε trees, respectively.

5 Deletions in B-trees A deletion in a B-tree may require several I/Os in addition to those needed for locating
the key. An alternative strategy would be to use tombstones to mark keys as deleted. Discuss possible disadvantages
of the tombstone approach. You should consider:

• The space occupied by deleted keys.

• The time complexity of searching for a key in the B-tree.

• The time complexity of range queries.
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