TIME SERIES ANALYSIS
Solutions to problems in Chapter 9




Solution 9.1

Question 1.

Xig=anXiio1 a9 Xo1 + €14 =
Xipp X1 = ann Xy, X1 + 0o X1 5 Xo o1 + X g€ =
EX1 -1 X1 = anBE[Xy o x X 21] + 0B X 15 Xo 1| + E[XG i—er ] =
Y1(k) = cnyu(k —1) + apye(k—1) (K >1)

Kok X1 = a1 Xog 1 X101 + 10 Xo 1 Xoy—1 + Xoyp€1r =
You(k) = ci1vy21 (kB — 1) + aroyee(k —1) (B >1)

Xip 1 Xop = o1 Xy g p Xipo1 + o Xy 1 Xog 1 + Xi g neoy =
y2(k) = agryi1(k — 1) + ageye(k—1) (K >1)

Xk Xop = o1 Xo 1 X1 -1 + o Xy 1 Xog 1 + Xoy oy =
Yoo (k) = ao1y01(k — 1) + ageye(k — 1)  (k>1)

which on matrix form can be written as

[711(k?) Y21 (k) ] _ { 1 Qg ] [711(k— 1) 7y (k—1) } N

Y12(k)  vo2(k) Qg1 Qo Yi2(k — 1) 7ya(k—1)
711(/7{?) 721(75) o ’Yu(k - 1) 712(16 - 1) Q1 Qg
[ Y12(k)  y22(k) } B { Yor(k — 1) vk — 1) } [ Qg Qi } (k21)



Estimation of the intial values 11(0), y12(0) = 721(0) and 722(0)

Xip=anXi1+apXo 1 +ée =
Xit = (a1 X141 + 12 Xop1 + 61,t)2 =
X1 X = alel,t—le,t—l + a%ng,t—let—l + 2001002 X1 -1 X241
+on Xy 1€+ ipXo 1€ + Eit =
1m1(0) = a31711(0) + a39722(0) + 2011019712(0) + 07

Using the same procedure

Y22(0) = 3,711 (0) + a35722(0) + 221 009712(0) + 05

Y12(0) = 11021711 (0) + a12099729(0) + (an1@9n + 9091 )Y12(0) + 0y

The last equation is obtained by multiplying the two difference expressions
for X, and X5, and taking the expected values.

Question 2.

The initial values are found by inserting the values ay; = 0.6, ayo = —0.5,
(o1 = 0.4 and amaiane = 0.5 together with of = 02 = 1 and 03, = 0 in the
above equations. We get

064’}/11(0) — 025’722(0) + 06’712(0) =1
—016’}/11(0) + 075’}/22(0) — 04’)/12(0) =1
0.24711(0) — 0.2572(0) — 0.9712(0) =0

The solution is

1 —025 0.6
1 075 —04

010 0B 09| 115

T 064 025 06 | —052 ==

—-0.16 0.75 —0.4
024 -0.25 —-0.9



064 1 06

016 1 —04
024 0 —0.9 —0.96
12(0) =T 095 0% 052 ==

—-0.16 0.75 —0.4
024 -0.25 —-0.9

0.64 —025 1
016 075 1
024 —025 0 0.04
12(0) =T "o 0.6 052 ==

—-0.16 0.7%5 —04
024 -025 -09

Using the recursion formula found in the previous question the covariance
functions can be calculated

b1, [ m)]_[o06 —05][221 008] _[120 —088
T (1) (1) ][04 05 ][ 0.08 185 | 092 096
h_o. [ m(2)]_[06 —05][120 —088] _[031 —101
T (@) 92(2) ][04 05 | [092 096 | [ 098 0.13
h_g.  [mB) m@) ] _[06 —05][031 ~1.017] _[-0.30 —0.67
7 | 7)) 3] |04 05 ]]098 013 | | 061 —0.34
by, [ m@) ] _[06 —05][ 030 ~0.67] _[-049 —0.23
T [ 72(4) y2(4) | |04 05 || 061 —034] | 019 —0.44
hes.  [mB) mB)] _[06 —05][-049 —023] _[-039 0.08
T [ 125) yee(5) | T [ 04 05 || 019 —044 | | —0.10 —0.31

The auto and cross correlation functions can now be determined from the
covariance functions. The result is summarized in Table 1. The auto and
cross correlation functions are plotted in Figure 1 and 2. When plotting the
cross correlation function we have utilized that pia(—k) = po1 (k).



| & J o] 1 [2 [3 ] 4]5 |
pu(k) ] 1 | 058 0.14 | -0.14]-0.22 | -0.18
p(k) | 1 | 052 | 0.07 | -0.18 | -0.24 | -0.17
po(k) | 0.04 | 0.45 | 0.48 | 0.30 | 0.09 | -0.05
pa1(k) | 0.04 [ -0.44 | -0.50 | -0.33 | -0.11 | 0.04

Table 1: The auto and cross correlation functions
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Solution 9.2

Question 1.
Given
Xt,l . —1.0 —-2.5 X17t_1 + €1t
Xmg o 1.0 2.0 Xg’t_l €2t
or in matrix notation
Xy =—0Xi_1 + €& (1)
The covariance matrix function is

(k) y2(k)| _ _ T
b {721(145) 722(145)] = CovlXy, Xepi] = BIXi Xl

By multiplying (1) with X, , we get
XX/ = =X X[+ eX,
By taking the expected values we get

' ,=-— ¢F_(k_1) + 0=
I‘Ik == I‘j(k—1)¢T

AsT = EX,X/,,] = (X, X)) "] = E[(X;X;_1)"] = '], the expression
becomes

T, =-T) 10, (2)

The initial value I'y is found by multiplying with XtT , l.e.

XtXtT :(¢Xt—1 - €t)(¢Xt—1 - Gt)T =
XX, =X, 1 X/ 10" + €] + dpXii€ +eXi19"

by taking the expected value we get

Ty=¢lop' +X (3)




Question 2.

Inserting the known values for 3 and ¢ in (3) we obtain (y12(0) = 721(0))

) o] |

{711(0) 712(0)
Y21(0)  722(0)

-

—-1.0
1.0

which have the solutions

(711(0),722(0), 712(0)) = (32.6,16.4, —20.7)

—-2.5
2.0

|

-1.0 1.0
—-2.5 2.0

[+[ ors

From the recursive formula (2) the auto and cross covariance functions can
now be determined as

Iy =To(ep)"

and from here the auto and cross correlation functions are calculated. The
result is summarized in Table 2.

0.75
1

| k o | ] 23] 4] 5] 6] 7] 8 9 | 10 |
pu(k) | 1 059 ]0.09[-0.21]-0.25]-0.15[-0.02] 0.05 | 0.06 | 0.04 | 0.01
pa1(k) [ -0.90 [ -0.38 | 0.06 | 0.26 | 0.21 | 0.10 [ -0.02 [ -0.06 | -0.06 | -0.02 | 0.0
p12(k) [ -0.90 [ -0.88 [ -0.43 | 0.01 | 0.21 | 0.22 [ 0.11 [ -0.01 [ -0.06 | -0.05 | -0.03
pa(k) | 1 [074]0.23]-013][-0.25]-0.18 [-0.06 | 0.03 | 0.06 | 0.05 | 0.01

Table 2: The auto and cross correlation functions

The auto and cross correlation functions are plotted in Figure 3 and 4. When
plotting the cross correlation function we have utilized that pio(—k) = p21 (k).
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Figure 4: Cross correlation function
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Question 3.

The impulse respons function for the transfer from €;; to Xy, is found by
sending a ”1” through the system, i.e.

1
. (O) for t=0
L 0
(O) for t#0

The result is shown in Table 3 and it is plotted in Figure 5.

(k JoJ1]2[3] 4 | 5[ 6 [ 7 [ 8 [ 9 10
Xy [1[-1]15] -1 [-0.25]0.25 [ 0.375 [ -0.25 | -0.0625 | 0.0625 [ 0.09
Xoe [0]1] 1 ]05] 0 [-025]025 |0125] 0 ]0.0625[0.0625

Table 3: Impusle response function
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Figure 5: Impulse response function from €;; to Xs,



Solution 9.3

Firstly the cross-correlation coefficients are examined to see if there is an
indication of relation between the processes.

The number of observations is N=120. Since there has been carried out a
prewhitening of the input series the following holds

1

Virgs(k)] ~ —

ras (k)] =

Le. the 2 - o-limits for test of the hypothesis p,,(k) = 0 are +2/V/N =
+2/4/120 = +0.183. From the supplied values of r,5(k) it is seen that the
hypothesis must be rejected for p,,(0) and p,,(1) for the given foundation.
Therefore a relation between the input and the output series must be ex-

pected.
Question 1.

An estimate of the impulse response function h; can be found by

i~ Caplk) _ 1ap(k)0a0s _ 05

P62 62 s,
which leads to the following estimates of the impulse respons function (table
4 and figure 6).

k 0 1 2 3 4 5 6 7 8 9

hi || 0.141 | 0.148 | 0.056 | 0.043 | -0.024 | 0.043 | -0.023 | 0.029 | -0.023 | 0.061 | 0.029

Table 4: Estimated impulse response function

Question 2.

If we assume that only ho and hy are an expression for a connection we get
the model

Y;g :hoXt + tht—l or
Y, =(wo + w1 B) X,

10
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Figure 6: Estimated impulse response function.

The estimates of the impulse response function for lag 2 and 3 can alterna-
tively be an expression of an exponential decay starting in lag 1. Since we

cannot ignore ko the model is

B
Y, = MX}
1448
Question 3.
Since
wo +wi B

1+6B
@o 4 (&1 — @00) B + (=010 + @90%)B? = hg + hiB + hyB* + . ..

A comparison of the coefficients in front of B7,j = 0, 1,2 leads to

wo = hg = Wy =0.141
—6hy = hy = 5y =—0.378
&1 = hy + dhg = & = 0.095

11

— (@0 + & B)(1—6B+6°B*—...) =ho+MmB+hyB> + -

=



Question 4.

If X; also depends on Y; we must use a bivariate model.

12



Solution 9.4

Question 1.

Y, = Xoy = —051Ber s + (1 — 02B)eny
The auto-covariance function of Y;
vy (k) = Cov[Ys, Yiqr]
= Cov[—b1€14-1 + €24 — O€241, —b1€1 1461 + €244k — O22€2 1151
9%10'% + (1 + 9%2)0'% + 2921922012 k=0

= —9210'%2 — 9220’% k==+1
0 k| > 2

From this it can be seen that Y; can be described by a MA(1)-process. Since
the MA(1)-process can be written as

Yi=¢ —0%€_,=(1—-0"B)ef
with the corresponding auto-covariance function

(1+02)0%2 k=0
vy (k) =< —0%0*2 k=+1
0 |k| > 2

L.e. 8" and o} can be found be solving the equations

(1 + 9*2)0':2 = 9310'% + (1 + 932)0'% + 29219220’12
—9*0':2 = —9210'%2 — 9220’%

Question 2.

[1-— ¢1lB —¢12B X1t _ €1¢ N
—¢on B 1 — 9B Xoy €2t

Xlt] _ 1 {1—%23 ¢12B } {Elt:| N
L Xot (1 - ¢113)(1 - ¢22B) — P21012 2 ¢n B 1—¢nuB €2t
-Xlt] _ 1 {1—%23 ¢12B } |:€1t:|
Xot 1 — (11 + d22) B + (P11022 — 2112) B? ¢pnB  1—o¢nB €2t

13



Since Y; = X

(1= (p11 + P22) B + (Pr1¢22 — 21012) B?)Y; = o1 Beay + (1 — 11 B)ea

Using the same procedure as in question 1 the right hand side can be written
as a MA(1)-process

(1= (p11 + d22) B + (pr1¢22 — 21612) B>)Y; = (1 — 0'B)e,

Hence {Y;} can be described by an ARMA(2,1)-process.

14



Solution 9.5

Question 1.

From Theorem 9.3 we get

1-2B 2B | )
LB 1ap|=0e1-B+05B =0
The roots of 22(1 — 271 + 0.5272) are
1+£v1-2
Z=f=0.5i0.5i

As both roots are lying within the unit circle (v/0.5%2 4+ 0.52 = 0.7 < 1) the
process is stationary.
From Theorem 9.4 we get

1 05B | ,
‘ s 1o ‘—0@1—B+0.25B — 0
The roots of 2?(1 — 27! 4 0.25272) are
1++4/1-1
p= = 0.5 (double root)

As the root lye within the unit circle the process is invertible.
Question 2.

From Equation (9.38) we have the covariance matrix function for k=0

r'0)=%+6x6"
2 =2 + 0 05 2 =2 0 —-0.5
| =2 4 —-0.5 -1 -2 4 0.5 -1
B 3 -3.5
| =35 6.5
The covariance matrix functions for k£ > 0 can be obtained as

rw-so = % [ ][5 4]

I'(k) =0 for |k| > 2

15



Appyling that p12(—k) = p21(k) we get the following values for the cross
correlation function pio(k).

() 2 _ )46 =1
\/“/11 ()“/)22(0 3:6.5 .
712(0 = 35 —_ 079 k=
p12(7€) = \/“/11 (0)722(0) 3:6.5
el L 023 k=
/711 (0)722 (0) v3:6.5 ’
\ 0 k| > 2

The cross correlation function is plotted in Figure 7.
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Figure 7: The cross correlation function pya(k)
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Solution 9.6

The 1) matrices can (according to Remark 9.2 on page 263) be found by
sending a ”1”7, the identity matrix, trough the system, i.e.

]I for t=0
“=1 0 for t#0

Given an ARMA(P, Q) process
Y+ Y+ -+, Y =€+ 0161+ -+ 0,6,
From where we get the following 1 matrices

'l,/)o :YQ — €y = 1
'lbl :Y1 = —¢1Y0 —+ 01615—1 = _d)l —+ 01
Yy =Yy=—¢ Y1 — P, Y+ 026, 2 = —P 19 — ¢y + 0

’l/)j :Yj = _d’ﬂ/)j—l - ¢21/)j—2 -t ¢j + 03’

17



Solution 9.7

We wish to derive equations for finding the parameter ¢ and the variance ag
such that

(14+60B)& = (14 ¢22B)ery — dr2€ay

We calculate the variance and covariance of the left-hand-side LHS and right-
hand-side RHS of the above equation.

7(0) :

LHS : Cov[& + 081, [& 4 0&-1] = 0f 4+ 007 = (1 +0)0;

RHS : COV[El,t + ¢22€1,t—1 - ¢12€2,t7 €1+ ¢22€1,t—1 - <Z512€2,t] =
07 + 02207 — 1205 = (1 4 ¢22)07 + ¢1203

v(1) :

LHS : Cov[§ + 081, [0 + 0&] = 007
RHS : COV[El,t + ¢22€1,t—1 - ¢12€2,t7 €141+ ¢22€1,t - ¢12€2,t+1] = ¢220% - ¢12¢22U12

The variance and covariance of the LHS and RHS must be identical, i.e. we
have the following two equations with two unknown

(1 + 9)0’52 = (1 + ¢22)0'% + §Z5120'§

90? = ¢22U% — 12922012

From where we find the following solution

9 — ¢220% — Q12022012
‘7% - ¢120% + $12¢022012

2 _ 2 2
O¢ =01 — 91205 + P12022012
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