
Time Series Analysis

Solutions to problems in Chapter 2
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Solution 2.1

Question 1.

A second order momement representation of (H L)⊤ consists of

E[H ], V [H ], ρ[H, L], E[L], V [L]

which are calculated as

E[H ] = E[2X + 3Y ] = 2E[X] + 3E[Y ] = 40

E[L] = E[−X + 2Y ] = −E[X] + 2E[Y ] = 15

V [H ] = V [2X + 3Y ] = 22V [X] + 32V [Y ] + 2 · 6Cov[X, Y ]

= 22 · 1 + 32 · 22 + 2 · 6 · 1 · 2 ·
1

2
= 52

V [L] = V [−X + 2Y ] = (−1)2V [X] + 22V [Y ] − 2 · 2 · Cov[X, Y ]

= (−1)2 · 1 + 22 · 22 − 2 · 2 · 1 · 2 ·
1

2
= 13

Cov[H, L] = Cov[2X + 4Y,−X + 2Y ]

= −2V [X] + 6V [Y ] + 4Cov[X, Y ] − 3Cov[X, Y ]

= −2 · 1 + 6 · 22 + 1 · 1 · 2 ·
1

2
= 23 ⇒

ρ[H, L] =
Cov[H, L]

√

V [X]V [Y ]
=

23

26

Alternatively, we define

B =

[

2 3
−1 2

]

I.e.
[

H

L

]

= B

[

X

Y

]

and the second order moment representation of (H L)⊤ can then be calcu-
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lated by

E

[[

H

L

]]

= BE

[[

X

Y

]]

=

[

2 3
−1 2

] [

5
10

]

=

[

40
15

]

V

[[

H

L

]]

= BV

[[

X

Y

]]

B⊤ =

[

2 3
−1 2

] [

1 1
1 4

] [

2 −1
3 2

]

=

=

[

52 23
23 13

]

In a second order moment representation the connection between the two
stochastic variables can either be representated by the correlation ρ[X, Y ] or
by the covariance Cov[X, Y ].
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Solution 2.2

Question 1.

E[Y |X] = E[α + βX + ǫ|X] = α + βE[X|X] + E[ǫ|X] = α + βX

V [Y |X] = V [α + βX + ǫ|X] = β2V [X|X] + V [ǫ|X] = σ2

ǫ

(Since V [X|X] = E[(X − E[X|X])2|X] = 0)

Question 2.

E[Y ] = E[E[Y |X]] = E[α + βX] = α + βE[X] = α + βµx

V [Y ] = E[V [Y |X]] + V [E[Y |X]] = E[σ2

ǫ
] + V [α + βX] = σ2

ǫ
+ β2σ2

X

Question 3.

(We define µY = E[Y ], σ2

Y
= V [Y ] and σ2

X
= V [Y ])

Cov[X, Y ] = Cov[X, α + βX + ǫ] = βσ2

X

And since Cov[X, Y ] = ρ(X, Y )σXσY = ρσXσY the moment estimate of β is

β = ρ
σY

σX

From the first result in question 2 α is found as

α = µY − βµx = µY −
ρσY µX

σX
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Solution 2.3

Question 1.

The mean and variance of Y can be found by first determining the conditional
mean and variance of Y given N . The conditional mean is

E[Y |N ] = E[X1 + X2 + · · ·+ XN |N ] = N · E[Xi] ,

and the conditional variance is

V [Y |N ] = V [X1 + X2 + · · ·+ XN |N ] = N · V [Xi]

applying for the conditional variance that Cov[Xr, Xs|N = j] = 0 for r 6= s.
The mean is obtained by using the property (2.43)

E[Y ] = E[E[Y |N ]] = E[N · E[Xi]] = E[N ] · E[Xi]

= 20 · 2 = 40 ,

and by using the theorem (2.51), we get

V [Y ] = E[V [Y |N ]] + V [E[Y |N ]]

= E[N · V [Xi]] + V [N · [E[Xi]]

= E[N ] · V [Xi] + E[Xi]
2 · V [N ]

= 20 · (
1

8
)2 + 22 · 22 =

261

16
.

Question 2.

By using the theorem (2.52)

Cov[Y, Z] = E[Cov[Y, Z|N ]] + Cov[E[Y |N ], E[Z|N ]] ,
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where E[Cov[Y, Z|N ]] = E[N · V [Xi]] as Cov[Xr, Xs|N ] = 0 for r 6= s, i.e.

Cov[Y, Z] = E[N · V [Xi]] + Cov[N · E[Xi], N · αE[Xi]]

= E[N ] · V [Xi] + E[Xi]
2α · V [N ]

= 20 · (
1

8
)2 + 22 · α · 22

=
5

16
+ 16α =

5 + 256α

16
.
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